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Abstract 

We investigated the effect of memory load on encoding and maintenance of information in working memory. Electroencephalogra-
phy (EEG) signals were recorded while participants performed a modified Sternberg visual memory task. Independent component 
analysis (ICA) was used to factorise the EEG signals into distinct temporal activations to perform spectrotemporal analysis and 
localisation of source activities. We found ‘encoding’ and ‘maintenance’ operations were correlated with negative and positive 
changes in a-band power, respectively. Transient activities were observed during encoding of information in the bilateral cuneus, 
precuneus, inferior parietal gyrus and fusiform gyrus, and a sustained activity in the inferior frontal gyrus. Strong correlations were 
also observed between changes in a-power and behavioral performance during both encoding and maintenance. Furthermore, it 
was also found that individuals with higher working memory capacity experienced stronger neural oscillatory responses during the 
encoding of visual objects into working memory. Our results suggest an interplay between two distinct neural pathways and differ-
ent spatiotemporal operations during the encoding and maintenance of information which predict individual differences in working 
memory capacity observed at the behavioral level. 

Introduction 

A fundamental building block of human cognition is working mem-
ory (WM), that is, the amount of information temporally held and 
manipulated in the mind. Understanding the effect of cognitive load 
on WM and examining its neurophysiological underpinnings has 
been the motivation for numerous studies (Cohen et al., 1997; Luck 
& Vogel, 1997). Baddeley’s model (Baddeley, 2000) remains a 
common explanation for information processing in the brain. 
According to this model, verbal and non-verbal information are 
stored within different sub-systems of WM. However, overlapping 
brain activations have been found between the two within large 
areas; this suggests that they are operated upon by common mecha-
nism (e.g., a ‘memory buffer’; Salo et al., 2013). While methodol-
ogy and domain of investigation vary across studies, previous work 
generally agrees that five to seven items can be adequately stored 
and manipulated in WM (Cowan, 2005). 
Neurophysiological correlates of WM have been studied using 

various brain imaging techniques including functional magnetic 
resonance imaging (fMRI), electroencephalography (EEG) and 

magnetoencephalography (MEG). Using event-related brain poten-
tials (ERPs), Vogel & Machizawa (2004) reported that a sustained 
component of the ERP (contralateral delay activity) was saturated at 
around four items in a visual WM task. Moreover, strong correla-
tions were found between individual WM capacity and the sustained 
neural activity generated during the maintenance of information. 
Similar correlations have been reported during memory maintenance 
of non-musical tones (Lefebvre et al., 2013; Grimault et al., 2014) 
and numbers (Golob & Starr, 2004) using the same neural signature. 
While ERP responses capture the time-locked activity of the brain, 
they fail to detect neural responses that are not directly phase-locked 
to the stimulus presentation (i.e., induced brain activity). 

Event-related synchronisation and desynchronisation were intro-
duced to capture such non-phase-locked induced responses by 
observing power changes in the EEG during perceptual and cogni-
tive processes (Pfurtscheller & Lopes, 1999). The most consistent 
effect reported in the literature has been the increase in a-band (8– 
13 Hz) power with higher memory loads during WM maintenance 
(Jensen et al., 2002; Tuladhar et al., 2007). In contrast, in a recent 
study, Okuhata et al. (2013) reported positive and negative changes 
in a-power in parietal cortex with successive vs. simultaneous ver-
sions of a Sternberg task, respectively. Examining human intracra-
nial EEG recordings, Meltzer et al. (2008) illustrated that the 
increase and decrease in a- and h-band (4–7 Hz) power during WM 
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were strictly localised to frontal and parietal midline locations. 
These findings suggest that frequency-specific power changes are 
not a unitary phenomenon but rather depend on cortical location, 
time and the nature of a given cognitive WM task. 
A number of studies have also examined the effect of memory 

load on neural activity as inferred from blood oxygen level-depen-
dent (BOLD) signals recorded via fMRI. Cohen et al. (1997) illus-
trated differences in activation in frontal, parietal and occipital areas 
in response to different memory loads in an n-back task. Further-
more, two other studies also found similarly distributed areas associ-
ated with WM during Sternberg (Kirschen et al., 2010) and visual 
WM (Todd & Marois, 2004) tasks. Recently, direct multimodal 
comparisons have shown that fMRI BOLD signals are negatively 
correlated with a-band modulation, as recorded via EEG and MEG 
(Meltzer et al., 2007). This suggests a fundamental link between 
divergent neuroimaging methodologies, namely, that negative BOLD 
responses are associated with cognitive WM activity analogous to 
the oscillatory a modulations recorded via the EEG. 

In the current study, we investigated the effects of memory load 
on spectrotemporal properties of brain waves as observed from the 
scalp-recorded EEG. The current paradigm allows us to extend 
recent ERP studies (Vogel & Machizawa, 2004; Lefebvre et al., 
2013) by characterising the induced oscillatory brain activity gener-
ated during WM operations using a noninvasive methodology (Melt-
zer et al., 2008). Additionally, while the encoding stage is often 
neglected in the studies related to memory load (Jensen et al., 2002; 
Meltzer et al., 2007), we studied the responses during encoding and 
maintenance of information to uncover how neurophysiological 
processing across the timespan of WM relates to an individual’s 
behavioral capacity limits. We anticipated that induced neural oscilla-
tions in parietal and frontal cortices would systematically change with 
memory load. Furthermore, we expected that these neural markers 
representing the number of items maintained in WM should not 
increase for set sizes above an individual’s behavioral capacity limit. 

Materials and methods 

Participants 

Fifteen graduate students (eight female) participated in the study. 
Participants were between 24 and 33 years of age (l  r: 
28  3 years) and all but one were strongly right-handed as mea-
sured by the Edinburgh Handedness Inventory (laterality index 
> 95%) (Oldfield, 1971). Data from two of the subjects were 
excluded from further analyses because of frequent myogenic arti-
facts in their EEGs. All participants had normal or corrected-to-nor-
mal vision. Subjects reported no history of visual or 
neuropsychiatric disorders, nor were currently on medication. The 
experiment was undertaken with the understanding and written 
informed consent of each participant, in compliance with the Decla-
ration of Helsinki and a protocol approved by the University of 
Memphis Institutional Review Board. Participants were compensated 
for their time. 

Stimuli and task 

We adopted a modified version of the Sternberg memory task 
(Sternberg, 1966). This task is suitable for studying WM because it 
can systematically be configured for different memory loads. It also 
temporally separates encoding, maintenance, and recall stages of the 
WM process. On each trial, subjects briefly (500 ms) observed a 
matrix consisting of different English characters positioned around a 

center point (‘SET’; Fig. 1). Characters were displayed with white 
color over a black background. The size of each character was 
1.15°; they were distributed around a center fixation cross and 
within a visual angle of 2.9°. Array size varied randomly on each 
trial (two, four, six or eight items). In all variations of the task, char-
acters were displayed in an array such that their distribution on the 
left and right side of the center point was the same. After a 3-s 
delay (i.e., maintenance stage), a ‘TEST’ character was shown on 
the center of the screen. Subjects responded via a button press to 
indicate whether this character had occurred in the previous memory 
SET. 
On half the trials, the test item occurred in the SET on the other 

half it did not. Subjects were encouraged to respond as accurately as 
possible, and feedback was given via a colored light on the screen, 
300 ms after the participant’s response. The next trial was initiated 
after a 3.4-s inter-stimulus interval. Following 20 practice trials for 
task familiarisation, subjects completed 60 experimental trials per 
set-size condition. The number of correct and incorrect responses for 
each set size were then used to compute the WM capacity for each 
participant (i.e., the number of items successfully held in memory). 
WM capacity was also calculated for each set size and participant 
using the WM capacity index, K, defined as K = S(H-F), where S is 
the number of items in the memory array, H is the hit rate and F is 
the false alarm rate (Pashler, 1988; Cowan, 2000). 

Subjects were seated inside an electroacoustically shielded booth. 
They were instructed to avoid body movement and restrict their 
visual gaze during the task by fixating on the center of the screen. 
The visual WM task was presented on an LCD monitor at a distance 
of 1 m. Periodic breaks (~ 5 min) were given between experimental 
blocks, which lasted ~ 15–16 min depending on response speed. 
The visual stimuli were implemented in MATLAB using the Psy-
chophysics Toolbox (Brainard, 1997). In addition to accuracy, 
response times (RTs) were also recorded during the experiment, 
computed as the time-lapse between the appearance of the TEST 
character and the participant’s response. 

EEG recording and analysis 

Neuroelectric responses were recorded using standard procedures 
reported by our laboratory (Bidelman et al., 2013, 2014) Briefly, the 
continuous EEG was recorded from 64 sintered Ag/AgCl electrodes 
placed around the scalp at standard 10-10 locations (Oostenveld & 
Praamstra, 2001) (Neuroscan, Quik-cap). Electrodes placed on the 
outer canthi of the eyes and the superior and inferior orbit were used 
to monitor ocular activity. Data were digitised with a sampling rate 
of 500 Hz using an online filter passband from DC to 250 Hz. Elec-
trode impedance was maintained ≤ 5 kO over the duration of the 
experiment. During online acquisition, neural responses were refer-
enced to an electrode placed ~ 1 cm posterior to Cz. However, data 
were re-referenced off-line to a common average reference for sub-
sequent analyses. 
For the analysis, EEG data were down-sampled to 250 Hz, and 

baseline-corrected by removing the average of each channel. Ocular 
artifacts (saccades and blink artifacts) were corrected in the EEG 
using principal component analysis (Wallstrom et al., 2004). 
Responses were then bandpass-filtered from 1 to 45 Hz using a 
zero-phase (two-pass) FIR filter of order 500 for visualisation and 
response quantification (EEGLAB function pop_eegfiltnew). For 
each set size condition, EEG data was segmented into periods of 
9000 ms starting from 2000 ms before presentation of SET to 
3500 ms after presentation of TEST. Independent component analy-
sis (ICA; see below for details) was then applied on the concatenated 
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set of multi-channel epoched trials, including all subjects and 
conditions, decomposing the recorded signals into statistically 
independent source signals (Makeig et al., 1996). The number of 
independent sources equaled the number of channels. 
Event-related spectral perturbation (ERSP) of each ICA signal 

was computed to study the time–frequency changes in the EEG 
across memory loads (Makeig, 1993). Only correct response trials 
were considered in the analysis. For the current study, the ERSP is 
desirable as it also captures non-phase-locked neural activity, 
induced by the stimulus presentation, that is not observable with tra-
ditional evoked potential averaging (Schomer & Da Silva, 2012). 
ERSPs were computed by calculating the mean change in spectral 
power (in dB) from baseline for different frequency and latencies 
using a complex Morlet wavelet transform (Tallon-Baudry et al., 
1997; Herrmann et al., 1999). The number of cycles was selected 
according to the frequency (scale) and was increased from 0.5 to 
13.8 for a frequency range of 1–30 Hz. It has been suggested that 
this approach provides better frequency resolution at higher frequen-
cies than a conventional wavelet approach that uses constant cycle 
length (Delorme & Makeig, 2004). Based on these observations, we 
used 40 ms/0.5 Hz as the time–frequency spacing for the daughter 
wavelets. The baseline power spectrum was calculated for a 2-s ref-
erence period before the stimulus presentation. In order to compute 
the baseline power, the 2-s baseline period for all trials was 
extracted and the same wavelet transform as the one used for the 
whole trial analysis was applied on the dataset. Power values were 
then averaged over trials and time samples to derive the baseline 
power spectral density. This procedure minimised the probable 
effect of including post-stimulus EEG into baseline power computa-
tion (Zoefel & Heil, 2013). 

The EEGLAB toolbox was used to compute the ERSP response 
(Makeig et al., 2004). We quantified spectral perturbations as the 
mean power change within each frequency band of interest. Alpha 
(a; 8–13 Hz) and beta (b; 13–30 Hz) frequency band powers were 
measured for each individual from the ERSP. Significant deviations 
in wavelet power from the baseline were assessed using bootstrap 
resampling. For each trial, baseline spectral estimates were calcu-
lated from randomly selected latency windows in the specified 
epoch baseline and were then averaged. This process was repeated 
200 times to produce a surrogate ‘baseline’ spectral distribution 
whose specified percentiles were then taken as the statistical power 
(Delorme & Makeig, 2004). Due to the high number of comparisons 
needed to generate the ERSP response for each component and con-
dition (200 time periods 9 60 frequencies), the resulting P-values 
were corrected using false discovery rate (FDR) with P < 0.05 
(Benjamini & Yekutieli, 2001). In contrast to the familywise error 

rate (FWER) correction (e.g. Bonferroni correction) which controls 
the probability of single errors in rejection of null hypotheses, FDR 
works by controlling the proportion of the rejected null hypotheses 
and is therefore less conservative than FWER. 

ICA 

Neuroelectric signals recorded at each scalp electrode are formed by 
the summation of different overlapping potentials originating from 
various brain sources. ICA performs linear spatial filtering on the 
EEG data to isolate independent neuronal sources contributing to 
the neurophysiological signal recorded at the scalp. In addition, ICA 
was used to factorise the data into temporally independent compo-
nents and to create dipolar scalp maps without including any geo-
metrical information about the head or electrode placements. ICA 
provides a powerful means of isolating brain signals that index 
physiologically distinct processes (Vigario et al., 2000; Jung et al., 
2001; Tang et al., 2002; Makeig et al., 2004; Lenartowicz et al., 
2014). Application of ICA to EEG data is under the assumption that 
EEG dynamics can be modeled as a collection of a number of statis-
tically independent brain processes (Makeig et al., 1996). However, 
transient interactions may exist between different areas of the brain 
during execution of cognitive tasks and, hence, this assumption is 
sometimes violated. In such cases, the ICA decomposes the signals 
into a set of maximally independent components by maximising 
their mutual independence (Vigario et al., 2000). The derived com-
ponents are temporally independent in a global sense, across the 
entire time course of the trial for all subjects and conditions. How-
ever, it should be noted that short-lived dependencies between com-
ponents may still be present (Vakorin et al., 2010), especially in a 
transformed domain (e.g. frequency domain). In the current study, 
ICA allowed us to identify maximally distinct brain sources (in a 
mathematical sense) that contribute to WM processing and that have 
otherwise been blurred in traditional ERP studies (Vogel & Machiz-
awa, 2004). 
Group-wise ICA decomposition (Vakorin et al., 2010) was used 

in this study. ICA was applied to the data set consisting of the cor-
rect trials from all four conditions and 13 participants. Independent 
components were found using the extended infomax algorithm (Lee 
et al., 1999). Projection vectors corresponding to each independent 
component (IC) were then extracted from the mixing matrix (W1) 
and were used to localise an equivalent dipole (Oostendorp & Van 
Oosterom, 1989). Electrode positions were registered to the MNI 
(Montreal Neurological Institute) brain and two symmetrical dipoles 
were fitted to each component using the boundary element head 
model (Delorme & Makeig, 2004) (v12.0.2.5b). The best-fitting 

Fig. 1. Time course of the modified Sternberg visual WM task paradigm. Shown here are the sequence of stimulus events as displayed on the computer screen. 
Each trial started by appearance of an array of characters (SET) around a center point for a brief period (500 ms). SET was then replaced by a cross in the mid-
dle of the screen for 3000 ms during which participants were asked to subvocally rehearse the characters. Next, a test character was shown in the middle of the 
screen (TEST) and the participant responded by pressing one of the two buttons to indicate whether TEST was among SET or not. A green or red circle was 
presented on the screen to indicate correct or incorrect response. A 3000 ms inter-trial interval was then followed with a cross in the middle of the screen. Set 
size was chosen randomly for each trial. 
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result was then selected for each IC. Selection of ICs for subsequent 
analysis was guided by three criteria, namely, we only considered 
components (i) that were non-artifactual (determined based on IC 
scalp topography and spectral density); (ii) whose source foci were 
located inside the head boundary and cerebral cortex; (iii) whose 
source dipoles were clearly bilateral (ICs whose dipoles were local-
ised within ~ 10 mm were discarded). Specifically, model accuracy 
was measured by assessing the residual variance (RV) of the scalp 
map of the best-fitting dipole. Additionally, ICs with RV > 10% 
were discarded. While anatomical locations of each source were 
modeled as two point sources, only a single time course was 
extracted and further analysed from each IC. Source dipole localisa-
tion was computed using the DIPFIT plugin in EEGLAB performed 
on the ICA weighting matrix. 

Summary of statistical analysis approach 

ERSP responses were generated for each component (seven ICs) 
and condition (four set sizes). Within each ERSP response, bootstrap 
resampling and FDR correction (Benjamini & Yekutieli, 2001) were 
used to mask the insignificant time–frequency (200 9 60) points. 
Activity patterns were identified within different frequency bands, 
stages and components from these ERSPs. In order to test whether 
our selected features (encoding, maintenance, and alpha and beta 
power) were significantly changing across conditions, we conducted 
a one-way repeated-measures (rm)ANOVA within each IC with set 
size as the single factor (four levels). The rmANOVA tests were only 
conducted on the stage (encoding or maintenance), frequency bands 
(alpha or beta) and ICs which showed a consistent ERSP across all 
set-sizes (based on visual inspection of the time–frequency maps). 
Finally, we investigated the correlation between the power features 
and WM capacity (K). For each dependent measure, FDR corrected 

correlation analysis was performed for the number of ICs which pre-
viously showed significant change across set size (i.e., based on the 
initial ANOVA). For instance, in the case of alpha-average encoding 
power change (AEPC), ANOVA tests showed significance for four 
components: precuneus, fusiform gyrus (FG), cuneus and inferior 
parietal lobule (IPL). Therefore the correlation analysis and the 
follow-up FDR correction were performed within this set of ICs. 

Results 

Behavioral data 

Mean behavioral accuracy and RTs per stimulus set size are shown 
in Fig. 2. Due to non-normality of RT distributions, we used each 
subject’s median RT per set size. Significant differences in accuracy 
and RT across set sizes were investigated using Tukey-adjusted one-
way rmANOVA. Analysis revealed differences in response accuracy 
across conditions (F3,42 = 78.13, P < 0.0001). Accuracy was high 
for small set size conditions (two or four items) but degraded pre-
cipitously with increasing set size (more than four items). A signifi-
cant effect across memory load conditions was also found for RT 
(F3,42 = 5.11, P < 0.005). Figure 2 shows the differential in 
response time between adjacent set sizes. Mean slope of RT vs. set 
size, reflecting ‘behavioral throughput’ (Bidelman et al., 2014), was 
33 ms per item for set size 4 but decreased to ~ 10 ms per item for 
higher set sizes. 
Mean WM capacity, as measured by K, is shown as a function of 

set size in Fig. 3. K values showed significant changes across set 
sizes (F3,42 = 9.96, P < 0.0001). WM capacity increased from set 
size 2–4 and remained constant thereafter (i.e., set sizes 4, 6 and 8). 
To devise a single measure of individual WM capacity, each partici-
pant’s maximum K value across all four set sizes were calculated. 

Fig. 2. Behavioral performance in visual WM. (left) Response accuracy across set sizes. Accuracy of responses degraded precipitously for set sizes > 4; (mid-
dle) response times (RTs) across set sizes; (right) difference in RTs across conditions. Slope of RT vs. set size was 33 ms per item for set size 4 and 10 ms per 
item for higher set sizes. Error bars are  SEM. 
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Mean K across our cohort was 3.89 (0.9), indicating that about four 
items (on average) can be adequately maintained in WM (Vogel & 
Machizawa, 2004). Moreover, the variance of K increased for higher 
set sizes (Bartlett test on K values from four set sizes; P < 0.0001). 
Increased inter-subject variability with increasing task complexity 
probably reflects larger differences in the number of stored 
items across individuals when the set size exceeds the mean WM 
capacity. 

Independent components of EEG 

Figure 4 shows significant dipoles (RV < 10%) describing the IC 
component activity at the scalp. Only seven of the total 64 ICs sur-
vived our stringent selection criteria (see Materials and Methods). 
Component characteristics are detailed in Table 1. Corresponding 
source dipole locations covered brain areas including bilateral supe-
rior and inferior parietal lobule, superior temporal gyrus, postcentral 
gyrus, inferior frontal gyrus (IFG), FG and cuneus. ICs are sorted in 
descending order of mean projected variance. Essentially, ICs with 
lower indices have more significant loadings (i.e., they describe a 
higher proportion of the scalp data) compared to ICs with larger 
indices. 

Examining ERSP responses within each of these ICs revealed reg-
ular patterns of activity during the encoding and maintenance stages. 
Figure 5 shows select ERSP spectrograms of IC2, 3 and 5, respec-
tively. The dominant activity in the frequency domain was centered 
around the a-band (10 Hz) and also extended to higher frequencies 
in the b-band (13–30 Hz). 
ERSPs extracted from FG, IPL, cuneus and precuneus showed a 

strong decrease in a-power starting ~ 250 ms after the presentation 
of the SET array that persisted ~ 2 s after the disappearance of the 
stimulus. Power decrease in precuneus typically unfolded over a 
shorter time-window than in the FG (precuneus, 1500 ms; FG, 
> 2000 ms). In contrast, a-power in precuneus showed a similar 
decrease followed by a subsequent increase in a-power not observed 
in the more posterior parietal sources (Fig. 5; see hot colored 
regions; ~ 2500 ms). In further contrast, activity in IFG consisted of 
a transient increase in b-power lasting through the encoding period 
and a continuous increase in a-power that initiated at the disappear-
ance of the stimulus array and persisted throughout the entirety of 
the encoding and maintenance stages. 
In order to objectively divide the response into encoding and 

maintenance processing stages, we examined the time course of per-
turbations extracted from the ERSP maps within select frequency 
bands. Fig. 6 shows the a-band perturbation curve extracted from 
the precuneus, IFG, FG and cuneus. Conforming to the ERSP 
response in Fig. 5, a strong decrease in the a-band power was 
observed within the time window following the disappearance of the 
stimulus set. 
In order to perform numerical comparisons between oscillatory 

responses, two indices were computed from each ERSP within the 
various frequency bands: (i) AEPC, measured as the mean dB per-
turbation in power during a 1000-ms time window, starting from 
disappearance of the stimulus (t = 500 ms) until 1 s later 
(t = 1500 ms; see Fig. 6); (ii) average maintenance power change 
(AMPC), measured as the mean perturbation in power in dB units 
within a 1000-ms time window, starting 1 s before presentation of 
the test character (t = 2500 ms) and extending to its presentation 
(t = 3500 ms; see Fig. 6). 

Encoding perturbation 

a-Band AEPC became more negative with increasing set size 
(Fig. 7A). This effect was observed mainly in occipital (cuneus), 
parietal (IPL and precuneus) and temporal (FG) cortices. a-AEPC 
decreased linearly with increasing set size from 2 to 6 and remained 
almost constant thereafter. These observations were confirmed with 
rmANOVAs, which indicated that on average spectral power reduced 
monotonically with increasing memory load in all four brain areas 

Fig. 3. Changes in working memory capacity with memory set size. Num-
ber of items stored in the memory (K) is plotted as a function of set size. K 
is defined as K = S(H-F), where S is the number of items in the memory 
array, H is the hit rate and F is the false alarm rate. Working memory capac-
ity increases at small set sizes and then plateaus thereafter, indicating a satu-
ration of cognitive load. Error bars are  SEM. 

Fig. 4. Dipole locations of independent component source activations during visual WM. Fitted dipoles covered bilateral superior and inferior parietal lobule, 
superior temporal gyrus, postcentral gyrus, IFG, cingulate gyrus, FG and cuneus. Dipoles reflect the mean center of gravity of source component activity whose 
residual variance is < 10% in explaining the scalp activity. ICs which did not show significant modulations with increasing set size are illustrated with squares. 
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(linear contrasts: precuneus, F1,36 = 34.20, P < 0.0001; FG, 
F1,36 = 14.66, P < 0.001; cuneus, F1,36 = 20.84, P < 0.0001; IPL, 
F1,36 = 20.05, P < 0.0001). However, post hoc Tukey–Kramer 
adjusted multiple comparisons showed no significant difference 
between set sizes 6 and 8 (precuneus, P = 0.99; FG, P = 0.98; 
cuneus, P = 1.00; IPL, P = 0.94), indicating a saturation in the 

response at higher memory loads. As with a-power, b-AEPC in pre-
cuneus similarly decreased across set size conditions (F3,36 = 8.06, 
P < 0.001; Fig. 7B). 

Maintenance perturbation 

Figure 7C shows the change in average a-activity during the main-
tenance period (a-AMPC) across set size condition. Maintenance 
stage activity was modulated by stimulus load in precuneus 
(F3,36 = 3.40, P = 0.03) and IFG (F3,36 = 3.69, P = 0.02; Fig. 7C). 
Paralleling the behavioral pattern (e.g., Fig. 3), post hoc Tukey–Kra-
mer adjusted multiple comparisons revealed that a-AMPC in IFG 
increased from set size 2 to 4 and saturated thereafter (P = 0.003). 
Finally, b-band synchronisation that was visible from the ERSP 
response of IFG did not reach significance (F3,36 = 2.24, P = 0.1). 

Brain–behavior relations between individual WM capacity and 
spectrotemporal features of the EEG 

We assessed the correspondence between regional activation (neural 
activity in precuneus, IPL, IFG, FG and cuneus, i.e. a-AEPC, 
a-AMPC and b-AEPC) and participants’ individual behavioral WM 
capacity (K) using Pearson’s correlations (Fig. 8). Only ICs showing 

A 

B 

Fig. 5. Event-related spectral perturbations (ERSPs) of select independent component (IC). (A) Topography for each of the select IC components. The topo-
graphic maps reflect the spatial distribution of the group ICA component signal. (B) ERSP for select IC sources as a function of stimulus set size. Hot colors, 
increase in spectral power; cool colors, decrease in spectral power from baseline. Time–frequency points with nonsignificant change from baseline are masked 
in green at the P < 0.05 level (bootstrap resampling). The vertical red and white lines mark the beginning and end of the presentation of SET respectively (see 
Fig. 1). The source in FG was active during the encoding period with a significant decrease in a-power but no change during maintenance. In contrast, IFG 
showed a continuous enhancement in a-power throughout the encoding and maintenance periods and precuneus showing significant decrease in a- and b-power 
during the encoding and also increased a-power during the maintenance. Dashed black boxes indicate the frequency bands extracted and analysed within each 
component (cf. Fig. 6). 

Table 1. Coordinates of the seven independent components with residual 
variance < 10% 

IC no. 
Talairach coord. 
(x,y,z) Location Closest BA RV (%) 

1 –8/8, –55, 37 Precuneus 7 4.74 
2 –47/47, 7, 24 Inferior frontal gyrus 9 5.43 
3 –45/45, –59, –11 Fusiform gyrus 37 3.42 
4 –19/19, –77, 34 Cuneus 7 2.40 
5 –42/42, –19, 47 Postcentral gyrus 3 1.82 
6 –40/40, –56, 40 Inferior parietal lobule 40 8.75 
7 –43/43, –55, 20 Superior temporal gyrus 39 4.18 

BA, Brodmann area. ICs with lower numbers account for higher percentages 
of variance in EEG. Location column shows the closest cortical area to the 
dipole (www.talairach.org). 
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significant modulations with varying set size load were considered 
for correlation analysis. Correlational analyses were corrected for 
multiple comparisons using FDR correction at the a = 0.05 signifi-
cance level (Benjamini & Yekutieli, 2001). For each neural metric 
(i.e. a-AEPC, a-AMPC and b-AEPC), correlation analysis was per-
formed only for those ICs which showed reliable modulations across 
set sizes based on the initial ANOVA tests (a-AEPC: cuneus, precu-
neus, IPL and FG; b-AEPC: precuneus; a-AMPC: precuneus and 
IFG). 
We examined whether individual WM capacity (calculated as the 

maximum WM capacity across set sizes) was related to differences 
in neural activity across various loads, as suggested by previous 
ERP (i.e., evoked response) studies (Vogel & Machizawa, 2004; Le-
febvre et al., 2013). However, we found no significant correlation 
between spectral brain measures and behavior. In comparison, the 
number of items stored in WM (i.e., K calculated for each set size 
and individual) was correlated with a- and b-AEPC in precuneus 

(a-AEPC: r = 0.38, P = 0.02; b-AEPC: r = 0.30, P = 0.03) and 
a-AMPC in the IFG (r = 0.44, P = 0.003; Fig. 8A–C), such that 
larger a-activity during WM encoding and maintenance predicted 
improved behavioral capacity. Correlations between response RT 
and accuracy with a/b power did not reach significance. Collec-
tively, these findings indicate that individual WM capacity, as mea-
sured by K (but not response accuracy or RT, per se) is predicted 
by individual a/b neural oscillations during both memory encoding 
and maintenance stages. 

Control experiments and analyses 

Despite principal component analysis correction, induced brain 
responses are prone to ocular contamination, and residual eye move-
ments may cause artifactual changes in the EEG spectrotemporal 
characteristics which masquerade as induced oscillatory responses 
(Yuval-Greenberg et al., 2008). For example, it is possible that 

A B 

C D 

Fig. 6. Time-course of a-power of select components. (A) a-Power (8–13 Hz) in precuneus decreased rapidly after presentation of the stimulus but elevated 
higher than prestimulus level; (B) a-power in IFG increased following the presentation of stimulus; (C and D) a-power in FG and cuneus decreased rapidly fol-
lowing presentation of stimlus but, unlike precuneus activity, decayed back to the prestimulus level. Vertical boxes indicate encoding (E) and maintenance (M) 
stages. Shaded bands represent  1 SEM. 
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subjects increase eye movement with increasing memory load; such 
artifacts would then co-vary with measured oscillatory a/b responses 
and would confound interpretation of our data. However, contamina-
tion of electrooculogram (EOG) activity on EEG recordings are 
most prevalent in prefrontal scalp locations and within lower fre-
quency bands (i.e., delta and theta bands) (Hagemann & Naumann, 
2001); EOG power is negligible at higher frequencies of the EEG 
where we observe our WM effects (i.e., a- and b-bands; Gasser 
et al., 1985, 1986). Furthermore, it has been shown that artifact cor-
rection based on principal component analysis, which was employed 
in this study, reduces any residual artifact within these bands even 
further (with average error of < 0.1 dB; Wallstrom et al., 2004). 
Collectively, the more posterior sources and higher-frequency modu-
lations we report here make ocular contamination an unlikely cause 
of the observed effects. 
Nonetheless, we aimed to quantitatively rule out the possibility 

that ocular movements may explain our data. To this end, we mea-
sured the frequency of subjects’ blinks within the predefined 1-s 
encoding and maintenance periods where prominent WM modula-
tions were observed in the EEG. For encoding, an ANOVA conducted 
on blink frequency showed a significant difference across conditions 

(F3,42 = 35.94, P < 0.0001). This was driven by a higher number of 
blinks in response to set size 2 than the other conditions (with a 
mean count of ~ 25 for set size 2 compared to ~ 0.5 for other set 
sizes). Consequently, we further compared a and b power for set 
size 2 responses by dividing the epochs into two data subsets: trials 
that did and did not contain blinks (i.e., contaminated vs uncontami-
nated epochs). A paired-samples t-test showed no difference in a or 
b power between the two data surrogates for either frequency band 
(a-AEPC: precuneus, P = 0.46; FG, P = 0.44; cuneus, P = 0.44; 
IPL, P = 0.87; b-AEPC: precuneus, P = 0.36), ruling out ocular 
contamination as a confounding factor. Similarly, for the mainte-
nance period, blink frequency was invariant across conditions 
(F3,42 = 1.51, P = 0.23). Together, these observations suggest that 
modulations in a and b activity are unlikely to reflect residual 
ocular artifacts but, rather, reflect induced brain activity due to WM 
processing. 
It is also important to note that an increased number of characters 

in the SET array may have led to the increase in a and b-AEPC 
during stimulus presentation. In addition, the a activity before pre-
sentation of the test character (TEST) might be linked to the effect 
of a on correct vs incorrect detection (Van Dijk et al., 2008). In 

A B C 

Fig. 8. Brain–behavioral correlations underlying visual WM capacity (K). Scatter plots show correlations between number of items stored in the memory and 
(A) a-AEPC (8–13 Hz) extracted from precuneus (r = 0.38, P = 0.02), (B) a-AMPC (8–13 Hz) in IFG (r = 0.44, P = 0.003) and (C) b-AEPC (13–30 Hz) 
extracted from precuneus (r = 0.30, P = 0.03). Behavioral WM performance was negatively and positively correlated with spectral power during encoding 
and maintenance respectively, suggesting individual visual WM capacity can be predicted based on oscillatory activity of the EEG. Each point corresponds to 
values extracted for a subject and set size (13 subjects and four set sizes). 

A B C 

Fig. 7. Changes in EEG spectral characteristics with increasing memory load. (A) Encoding a-AEPC (8–13 Hz) increased linearly in occipital (cuneus), poster-
ior parietal (precuneus and IPL) and temporal (FG) areas with increasing set size from 2 to 6 and plateaued thereafter. (B) b-AEPC (13–30 Hz) in precuneus 
increased with increasing set size from 2 to 6 and leveled out after set size 6. (C) a-AMPC (8–13 Hz) in precuneus, CG and IFG similarly increased with 
increasing memory load. 
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order to investigate this possibility, an additional control experiment 
(n = 4) was conducted in which we examined the changes in brain 
response with a constant set size (load = 1) and changing stimulus 
size (i.e. 2, 4, 6, 8 copies of the same character). This control condi-
tion holds memory load constant but allows us to assess variation in 
brain activity with increasing stimulus complexity. No significant 
differences in the ROIs across set sizes were observed in a-AEPC 
(precuneus, P = 0.25; FG, P = 0.45; cuneus, P = 0.34; IPL, 
P = 0.44), a-AMPC (precuneus, P = 0.1; IFG, P = 0.27) or b-
AEPC (P = 0.76; data not shown). Thus, it is unlikely that modula-
tions in the observed brain areas are determined by stimulus proper-
ties alone. Rather, these results support the notion that the observed 
neural oscillatory activity is directly related to WM processing. 

Discussion 

We examined oscillatory brain responses during a Sternberg visual 
WM task with simultaneous presentation of a memory array. In 
simultaneous presentation, by changing the number of characters 
presented within a fixed time (500 ms) we varied the rate of infor-
mation throughput of the corresponding brain pathways subserving 
WM processing. During visual stimulus encoding, a-band power 
parametrically decreased with memory load in occipital, parietal and 
temporal areas with a linear pattern that plateaued on set size 8 
(above behavioral K capacity). Conversely, a load-dependent 
enhancement was observed in the same frequency band during the 
maintenance period in parietal and frontal areas which leveled out 
after set size 4 (around K). The distinct spectral characteristics of 
the brain activity during encoding and maintenance periods implies 
the existence of two separate networks engaged during each stage. 
Furthermore, it was shown that individual WM capacity (K) is  
related to spectral characteristics of EEG (a and b oscillations) 
within both encoding and maintenance stages. 
Our findings are largely congruent with previous EEG and MEG 

studies which found a similar increase in a-power in posterior, cen-
tral and frontal areas during WM maintenance (Krause et al., 1996; 
Jensen et al., 2002). Based on these observations, we propose that 
the precuneus area acts as a buffer with connections to both occipi-
tal and frontal areas for hypothetically encoding and active mainte-
nance of visual information. 

Psychophysiological explanations of encoding and active 
maintenance activity 

In precuneus, the distinct spectral characteristics of the two-stage 
activity were suggestive of two distinct functions within the same 
brain region. This was evident by the load dependent decrease and 
increase in a-power during the encoding and maintenance stages. 
We posit that these two different events may correspond to the two 
processing periods of our task, describing the differential activation 
of encoding and maintenance of information in WM. The decreasing 
and increasing a-power trends during encoding and maintenance 
stages are generally in line with the gating by inhibition hypothesis 
(Jensen & Mazaheri, 2010), which suggests that information path-
ways within brain networks are controlled by task-dependent gating 
mechanisms. It is hypothesised that a- and c-band oscillations play 
a pivotal role in this model. Active processing is reflected through 
c-band synchronisation accompanied by a-band desynchronisation. 
Conversely, inhibition of task-irrelevant regions is reflected through 
elevated activity in the a-band, consistent with its putative role in 
attentional suppression (Foxe & Snyder, 2011) and/or network coor-
dination and communication (Palva & Palva, 2007). Essentially, the 

increased a activity we observed in precuneus could be interpreted 
as isolation of WM by blocking the encoding pathway and preserv-
ing its current content in the memory store. 
Moreover, results presented here further suggest that these oscilla-

tory activities, namely in the a-band, may shift into different modes 
(excitation or inhibition) during the time-course of a cognitive oper-
ation. The abrupt a-power increase in IFG between low and high 
loads would imply that IFG is suppressed (and/or abruptly stressed) 
during higher processing demands. Nevertheless, another possible 
explanation could be due to executive functions reflecting ‘top-
down’ processing such as mental rehearsal and corticocortical inter-
actions (Von Stein & Sarnthein, 2000). This also suggests that, for 
lower load, rehearsal remains inactive and it becomes active during 
higher memory loads through an interaction between IFG and precu-
neus (see Fig. 7C). While covariation in the functional responses 
between these two regions suggests possible interaction, further cau-
sality analysis would be needed to confirm the validity of this 
hypothesis. 

Spatial distribution of encoding and maintenance pathways 

Dipole localisation results obtained in the current study are also gen-
erally consistent with findings from previous neuroimaging work 
examining verbal working memory. Specifically, Cohen et al. 
(1997) illustrated significant changes in BOLD signal in central 
occipital areas (BA17), Broca’s area (BA44) and right DLPFC 
(BA9) during an n-back memory task. They further hypothesised 
that brain areas associated with active maintenance would demon-
strate sustained activation throughout the trial, whereas those repre-
senting other WM processes would show transient activation but 
would grow with increasing load level. Sustained responses were 
observed in frontal (BA46/9/40) and parietal (BA40) areas, and 
time-dependent activities in visual (BA17) and parietal (BA40) 
areas. Corroborating activation was observed in the visual area 
(BA17) in which transient responses were recorded during WM 
maintenance. On the other hand, activity in right DLPFC showed a 
step-like function with load similar to the IFG activation found in 
the current study. Interestingly, load modulated transient activity 
was also reported in regions directly adjacent to those with sustained 
behavior in posterior parietal cortex (BA40). This suggests the co-
occurrence of encoding and maintenance activity in the same region. 
Kirschen et al. (2010) also found similar activation in left frontal 
(BA6/9/44), bilateral inferior parietal (BA40) and occipital (BA19) 
cortices using a Sternberg task. In congruence with these findings, 
our results reveal: (i) a transient response which existed dominantly 
in sensory visual areas (cuneus) and FG; (ii) continuous activity in 
frontal areas (IFG) which increased abruptly from low (set size 2) to 
high (set sizes 4, 6, and 8; Fig. 7C) load; and (iii) dual stage activ-
ity in parietal areas (precuneus) marked by negative and positive 
changes in a activity during memory encoding and maintenance, 
respectively. 
The relative locations of dipoles found in precuneus, FG, IPL and 

cuneus, which all shared the initial decrease in a-power, suggest a 
network extending from the visual cortices to parietal (precuneus) 
and temporal (FG) cortices, akin to the well-known ventral and dor-
sal visual streams (i.e., the ‘what/where’ pathway) responsible for 
processing visual object identification (recognition) and spatial loca-
tion (Ungerleider et al., 1998). The dorsal pathway may in turn acti-
vate frontal brain areas, as suggested by the common abrupt 
increase in a-power (e.g., precuneus and IFG). Conceivably, such 
frontal brain mechanisms may act to gate or update the WM ‘buf-
fer’. Together, this network may form and/or integrate with aspects 
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of the so-called phonological loop described in neurocognitive 
models of WM (Baddeley, 2000). Correspondingly, a recent meta-
analysis study of working memory fMRI experiments unveiled that 
the most consistent areas experiencing WM load effects were associ-
ated with bilateral networks distributed on frontal and parietal areas 
and specifically the inferior frontal gyri (Rottschy et al., 2012), 
which is quite consistent with the frontal activity observed in this 
study (IC2 in IFG). Additionally, engagement of this area during 
verbal tasks, which is confirmed in almost all previous studies com-
paring verbal and non-verbal memory tasks (Rottschy et al., 2012), 
could reflect verbal rehearsal as part of the phonological loop of 
Baddeley’s WM model. 

Spectrotemporal activity during encoding predicts individual 
WM capacity 

The drop in behavioral accuracy and saturation in RT, as well as the 
individual WM capacity (K) trends, all indicated that the WM 
capacity of our subject cohort was ~ 4 items. Hence, if a-power 
truly reflects the active representations of items maintained in WM, 
we would have expected no difference in power for set sizes above 
the capacity limit (~ 4). In congruence with behavioral results, a-
AMPC in precuneus and IFG indeed saturated for set sizes > 4 and 
the maintenance activity in these areas was found to be highly corre-
lated with K (see Fig. 8B). 
Findings from previous ERP studies have suggested a relationship 

between WM capacity and neural activity during the WM mainte-
nance period (Vogel & Machizawa, 2004; Grimault et al., 2014). 
Our observations corroborate and extend these results by implicating 
a possible relationship between encoding activity and individual 
WM capacity (Fig. 8A and C). Significant correlations found 
between K values and encoding stage activity suggests that neuro-
physiological responses during stimulus information encoding may 
play a key role in an individual’s success in later recall and WM 
performance. Specifically, the significant correlation found between 
K and a- and b-power in precuneus suggests that, in individuals 
with lower WM capacity, encoding activity grows less when they 
are exposed to higher loads. This finding may also be related to 
recent findings by Lenartowicz et al. (2014) in a study on attention-
deficit/hyperactivity disorder (ADHD) patients. They reported atten-
uated a-band desynchronisation during the encoding period in 
ADHD patients and suggested that performance deficits in ADHD 
patients may have been the consequence of poor vigilance and atyp-
ical encoding. In addition, they found strong correlations between 
several behavioral responses including accuracy and response time 
with encoding a desynchronisation. Nonetheless, while several other 
studies have reported significant changes in spectral characteristics 
of EEG in response to changing memory load (Jensen et al., 2002; 
Schack & Klimesch, 2002; Tuladhar et al., 2007; Okuhata et al., 
2013), to the best of our knowledge no previous work has reported 
correlations between individual WM capacity and spectral character-
istics of the EEG. Our findings provide a novel insight into WM by 
revealing the significance of neuronal spectrotemporal features (a 
and b oscillations) in predicting WM capacity and highlight the 
importance of brain processing during stimulus encoding in dictating 
success in WM tasks. 

Conclusion 

Spectrotemporal dynamics of brain responses revealed negative and 
positive power changes, primarily within a-band, in frontal and pari-
etal cortices during encoding and maintenance stages. Possible con-

tributions from other overlapping neural processes were reduced 
through application of ICA. In line with the hypothesis of the acti-
vation and inhibition role of a-activity in brain networks, we found 
a systematic decrease in a-power during memory encoding followed 
by an increase during WM maintenance. Correlation analysis 
showed that a- and b-band oscillations evoked during stimulus 
encoding and maintenance were strongly correlated with individual 
WM capacity as measured behaviorally. These results contribute to 
the general understanding of brain mechanisms related to working 
memory and suggest that neural oscillatory activity of the EEG 
changes its functional role over the time-course of a cognitive 
operation. 
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