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Abstract 

Categorical perception (CP) is highly evident in audition when listeners’ perception of speech sounds abruptly shifts identity 
despite equidistant changes in stimulus acoustics. While CP is an inherent property of speech perception, how (if) it is expressed 
in other auditory modalities (e.g., music) is less clear. Moreover, prior neuroimaging studies have been equivocal on whether 
attentional engagement is necessary for the brain to categorically organize sound. To address these questions, we recorded neu-
roelectric brain responses [event-related potentials (ERPs)] from listeners as they rapidly categorized sounds along a speech and 
music continuum (active task) or during passive listening. Behaviorally, listeners’ achieved sharper psychometric functions and 
faster identification for speech than musical stimuli, which was perceived in a continuous mode. Behavioral results coincided with 
stronger ERP differentiation between prototypical and ambiguous tokens (i.e., categorical processing) for speech but not for 
music. Neural correlates of CP were only observed when listeners actively attended to the auditory signal. These findings were 
corroborated by brain-behavior associations; changes in neural activity predicted more successful CP (psychometric slopes) for 
active but not passively evoked ERPs. Our results demonstrate auditory categorization is influenced by attention (active > pas-
sive) and is stronger for more familiar/overlearned stimulus domains (speech > music). In contrast to previous studies examining 
highly trained listeners (i.e., musicians), we infer that (i) CP skills are largely domain-specific and do not generalize to stimuli for 
which a listener has no immediate experience and (ii) categorical neural processing requires active engagement with the auditory 
stimulus. 

Introduction 

Human perception necessitates that the brain maps an infinite num-
ber of stimulus features into a smaller set of abstract groupings, an 
operation exemplified by categorical perception (CP). Original con-
ceptions of CP assumed a ‘specialized mode’ of listening (Liberman 
& Mattingly, 1989) where categories only applied to speech. In per-
ceptual studies, CP is indicated when gradually morphed speech 
sounds are heard as one of only a few discrete phonetic classes with 
an abrupt shift in perception near the midpoint of a stimulus contin-
uum (Liberman et al., 1967; Pisoni, 1973; Harnad, 1987; Pisoni & 
Luce, 1987). However, later studies revealed that CP is more gen-
eral and that categories manifest in many aspects of human cogni-
tion including the perception of faces (Beale & Keil, 1995) and 
colors (Franklin et al., 2008). Germane to audition, CP is also 
observable in the perceptual organization of music (Locke & Kellar, 

1973; Siegel & Siegel, 1977; Burns & Ward, 1978; Zatorre & Hal-
pern, 1979; Howard et al., 1992; Burns & Campbell, 1994; Klein & 
Zatorre, 2011). Despite the ubiquitous role of speech and music to 
audition, we are aware of few studies directly contrasting auditory 
categorization between these domains behaviorally (cf. Cutting & 
Rosner, 1974; Weidema et al., 2016) and none of which have com-
pared their neural underpinnings. Such a comparison would help 
shed light on the domain-specificity of CP, its neural mechanisms, 
and how stimulus familiarity modulates this fundamental mode of 
hearing. 
Several studies have indeed confirmed that CP is malleable to 

experience, learning, and stimulus familiarity. While categorical 
boundaries emerge early in life (Eimas et al., 1971), they are further 
modified by one’s native language experience (Kuhl et al., 1992; 
Xu et al., 2006b; Bidelman & Lee, 2015). Compared with non-
native listeners, native speakers show larger and more categorical 
neural processing of speech sound contrasts from their native lan-
guage (Zhang et al., 2005; Xu et al., 2006a; Bidelman & Lee, 
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2015). Similarly, in the domain of music, trained musicians show 
sharper categorical boundaries for pitch intervals of the musical 
scale than their nonmusician peers (Burns & Ward, 1978; Zatorre, 
1983; Burns & Campbell, 1994). Conceivably, such long-term expe-
rience with the acoustic signals of a certain domain (i.e., language, 
music) strengthens the representations of its sound identities and 
thus enhances categorical processing in a domain-specific manner. 
Domain-specificity in auditory CP is further evident by short-term 
perceptual learning studies, which generally fail to find robust reten-
tion and generalizability of categories after they are initially acquired 
(e.g., Lively et al., 1993; Bradlow et al., 1997). Collectively, these 
findings might be interpreted in relation to stimulus familiarity and/ 
or uncertainty: less familiar sounds not encountered in a listener’s 
regular experience fail to perceptually organize in a categorical man-
ner. The first aim of the present study was to directly compare 
speech vs. musical sound classification in musically na€ıve listeners. 
In the light of previous work, we predicted that nonmusicians would 
show stronger categorical processing of speech compared with musi-
cal sounds given the overlearned nature and experience with the for-
mer and inexperience with the later. 
Our second aim was to evaluate the role of attention on auditory 

categorization. Goal-directed attention is known to amplify the audi-
tory event-related potentials (ERPs) to complex sounds (Picton 
et al., 1971; Hillyard et al., 1973; Alain & Izenberg, 2003; Alain, 
2007), affecting pre-perceptual processing as early as the N1-P2 
complex, < 100–200 ms after the onset of sound (e.g., Schwent & 
Hillyard, 1975). However, while attention is known to modulate 
early auditory cortical processing, its role in CP has been equivocal. 
Recent intracranial recordings in epileptic patients provocatively 

suggest that abstract speech categories arise within the superior tem-
poral gyrus in the absence of goal-directed attention during passive 
listening (Chang et al., 2010). In our own source analyses of the 
ERPs, we have shown that speech categories can emerge as early as 
primary auditory cortex under tasks in which listeners are actively 
attending to speech (Bidelman & Lee, 2015). However, in reconcil-
ing studies, it remains unclear if attentional engagement is necessary 
for the brain to form auditory categories (cf. Bidelman et al., 
2013b) or if they can emerge pre-attentively through automatic pro-
cesses (cf. Chang et al., 2010). The possibility of pre-attentive cate-
gorization is partially supported by computational modeling 
(Guenther & Gjaja, 1996) and limited animal recordings (Bizley & 
Cohen, 2013), which imply that sound representations in auditory 
cortex can self-organize because of non-uniformities in cell firing 
between exemplar vs. non-exemplar sounds (cf. within vs. between 
category tokens). Under this premise, the brain may partially catego-
rize speech stimuli even prior to attentional engagement given its 
high degree of familiarity and overlearned nature. 
To address the influences of attention and domain-specificity in 

auditory categorization, we recorded neuroelectric brain responses 
(ERPs) from nonmusician listeners as they rapidly categorized 
sounds along a comparable speech and music continua. Compar-
isons between music and speech allowed us to clarify the salience 
of CP for different classes of auditory stimuli and determine whether 
it is domain-specific to speech or if the process is generalized more 
broadly to other sound domains. Under the notion that speech is 
highly familiar and music unfamiliar to untrained listeners, we 
hypothesized that speech would evoke stronger CP and categorical 
coding than music, which was predicted to show weaker categorical 
processing. Comparisons between active and passive tasks using 
identical stimuli allowed us to examine whether or not categorical 
processing in the auditory system requires active attentional engage-
ment (e.g., Bidelman et al., 2013b; Alho et al., 2016) or instead, 

reflects automatic, pre-attentive grouping mechanisms (e.g., Joanisse 
et al., 2007; Chang et al., 2010). 

Methods 

Participants 

Ten young adults (one male, nine females; age: M = 22.5, 
SD = 2.8 years) were recruited from the University of Memphis stu-
dent body to participate in the experiment. All participants exhibited 
normal hearing sensitivity determined by an audiometric screening 
(i.e., < 25 dB HL between 500–2000 Hz). Each listener was strongly 
right-handed (78% laterality index; Oldfield, 1971) and had obtained a 
collegiate level of education. Age (Bidelman et al., 2014a), tone-lan-
guage experience (Bidelman & Lee, 2015), and musical training 
(Bidelman et al., 2014b; Bidelman & Alain, 2015a) are known to 
modulate the early auditory cortical ERPs and CP. To avoid these con-
founds, individuals were excluded from participation if they reported 
any history of brain injury or psychiatric problems, were younger than 
18 or older than 35 years, were familiar with a tonal language (e.g., 
Chinese), or had formal musical training on any combination of instru-
ments totaling more than 3 years throughout their lifetime. All partici-
pants were paid for their time and gave informed consent in 
compliance with the Declaration of Helsinki and a protocol approved 
by the Institutional Review Board at the University of Memphis. 

Stimuli 

Speech continuum 

We used a synthetic five-step vowel continuum to assess CP for speech 
(Bidelman et al., 2013b, 2014b). Speech spectrograms are shown in 
the top row of Fig. 1. Each token of the continuum was separated by 
equidistant steps acoustically based on first formant frequency (F1), 
yet was perceived categorically from /u/ to /a/. Tokens were 100 ms, 
including 10 ms of rise/fall time to reduce spectral splatter in the stim-
uli. Each contained an identical voice fundamental (F0), second (F2), 
and third formant (F3) frequencies (F0: 150, F2: 1090, and F3: 
2350 Hz). The F1 was parameterized over five equal steps between 
430 and 730 Hz such that the resultant stimulus set spanned a percep-
tual phonetic continuum from /u/ to /a/ (Bidelman et al., 2013b). 

Fig. 1. Categorical speech (top) and music (bottom) continua spectrograms. 
In the speech continuum, first formant frequency was parameterized over five 
equal steps from 430 to 730 Hz (arrow) such that the resulting stimulus set 
spanned a perceptual phonetic continuum from the vowel /u/ to /a/. For music, 
complex tones were used to construct two-tone intervals (white dotted line) 
spanning a continuum from the minor (m3) to major (M3) third pitch interval 
along the chromatic musical scale. Both speech and music stimuli otherwise 
had identical duration (100 ms), intensity (83 dB SPL), and fundamental fre-
quency (150 Hz). [Colour figure can be viewed at wileyonlinelibrary.com]. 
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Music continuum 

We synthesized a comparable five-step continuum of pitch inter-
vals to assess the CP for musical sounds (Fig. 1, bottom). The 
stimulus set spanned five equidistant stimuli between a minor and 
major third interval on the chromatic scale (e.g., Burns & Ward, 
1978). Individual notes were synthesized using complex tones con-
sisting of 10 equal amplitude harmonics added in cosine phase. 
For each musical token, the lower of the two pitches was fixed 
with a F0 of 150 Hz (matching the F0 of the speech continuum) 
while the upper tone’s F0 was varied over five equal steps to pro-
duce a perceptual continuum of musical intervals between the 
minor (m3; flower = 150, fhigher = 180 Hz) and major (M3; 
flower = 150, fhigher = 188 Hz) third. As with the speech contin-
uum, music stimulus waveforms were 100 ms in duration includ-
ing a 10 ms rise/fall time to reduce spectral splatter in the stimuli. 
The m3-M3 continuum was selected as these intervals occur most 
frequently in Western tonal music, are familiar even to nonmusi-
cians (Brattico et al., 2009), and evoked similar neural responses 
to trained musicians (Brattico et al., 2009). Moreover, they con-
note the typical valence of ‘sadness’ (m3) and ‘happiness’ (M3) 
and are thus easily described to participants unfamiliar with 
music-theoretic labels. 

Task and procedure 

Listeners heard 200 trials of each individual speech/music token pre-
sented in either an active or passive listening condition spread over 
four blocks. Active blocks consisted of a speeded identification task, 
run separately for the speech and music continua. Passive blocks did 
not contain an overt task. For passive presentation, participants were 
instructed to ignore the sounds they hear and watch a self-selected 
movie with subtitles to maintain a calm and wakeful state (Bidelman 
et al., 2014b). Active/passive and speech/music blocks were pre-
sented in alternating order. 
Data acquisition and response evaluation were otherwise simi-

lar to previous reports from our laboratory (Bidelman et al., 
2013b, 2014b). Stimuli were delivered binaurally at an intensity 
of 83 dB SPL through insert earphones (ER-2; Etymotic 
Research). For active blocks, listeners heard 200 randomly 
ordered exemplars of each token and were asked to label them 
with a binary response as quickly as possible (‘u’ or ‘a’ for 
speech; ‘/m3/’ or ‘/M3/’ for music). The interstimulus interval 
(ISI) was jittered randomly between 400 and 600 ms (20 ms 
steps, rectangular distribution) following the listener’s behavioral 
response which lasted ~ 500 ms (see Fig. 2B). The auditory cor-
tical ERPs experience an attenuation at higher rates when stimuli 
are presented faster than 1 second intervals (Picton et al., 1977; 
Bidelman, 2015c). Hence, for passive blocks, the ISI was jittered 
between 1150 and 1350 ms to ensure that the overall rate of 
stimulus delivery was comparable between active and passive 
conditions. Thus, with the 100 ms stimulus, active and passive 
stimulus onset asynchronies were each between about 1100– 
1450 ms, outside the typical rate-attentuation effects (Picton 
et al., 1977). 

EEG recording and preprocessing 

EEGs were recorded from 64 sintered Ag/AgCl electrodes at stan-
dard 10–10 locations around the scalp (Oostenveld & Praamstra, 
2001) using procedures described in our previous reports (Bidelman, 

2015b; Bidelman & Lee, 2015). Continuous EEGs were digitized 
using a sampling rate of 500 Hz (SynAmps RT amplifiers; Com-
pumedics Neuroscan) and an online passband of DC-200 Hz. Elec-
trodes placed on the outer canthi of the eyes and the superior and 
inferior orbit were used to monitor ocular movements. During acqui-
sition, electrodes were referenced to an additional sensor placed 
~ 1 cm posterior to the Cz channel. Following data collection, data 
were re-referenced off-line to the common average reference. Con-
tact impedances were maintained < 10 kO during data collection. 

Subsequent preprocessing was performed in Curry 7 (Com-
pumedics Neuroscan) and custom routines coded in MATLAB 

2015 (The MathWorks). Ocular artifacts (i.e., blinks and saccades) 
were corrected in the continuous EEG using a principal component 
analysis (PCA) (Wallstrom et al., 2004). The PCA decomposition 
provided a set of components which best explained the topography 
of the blink/saccadic artifacts from a signal variance perspective. 
Following conventions in our lab (Bidelman & Howell, 2016) and 
the literature, the scalp projection of the first two PCA loadings was 
subtracted from the continuous EEG traces to nullify ocular contam-
ination in the final ERPs. Cleaned EEGs were then digitally filtered 
(1–30 Hz; zero-phase filters), epoched (200–800 ms, where t = 0 
was stimulus onset), baselined to the pre-stimulus interval, and sub-
sequently averaged in the time domain to obtain ERPs for each 
stimulus condition per participant. This resulted in 20 ERP wave-
forms per participant (five tokens*two listening conditions*two stim-
ulus domains). 

Data analysis 

ERP data 

To minimize potential bias and data reduction in electrode selection 
for analysis, we collapsed a subset of the 64-channel sensor data 
into a single region of interest (ROI) encompassing a cluster of six 
frontocentral electrodes (F1, Fz, F2, FC1, FCz, and FC2). This ROI 
was guided by our previous reports on the neural correlates of CP, 
which found that categorical effects in the auditory ERPs were most 
prominent at frontocentral scalp locations, indicative of bilateral 
sources proximal to the Sylvian fissure (Bidelman et al., 2013b, 
2014b; Bidelman & Lee, 2015). 
We measured peak amplitude and latency for each of the 

prominent deflections of the cortical ERPs (P1, N1, P2). Prior 
work has shown that of the obligatory ERP components, the N1 
and P2 waves are the most sensitive to speech perception tasks 
(Wood et al., 1971; Alain et al., 2007, 2010; Bidelman et al., 
2013b; Tremblay et al., 2014) and the neuroplastic effects of 
speech-sound learning (Reinke et al., 2003; Shahin et al., 2003; 
Tremblay et al., 2014). Furthermore, our previous studies sug-
gested that the neural correlates of CP emerge around the time-
frame of N1 and are fully manifested by P2 (Bidelman et al., 
2013b; Bidelman & Alain, 2015b; Bidelman & Lee, 2015). Con-
sequently, we focused our primary analysis on the N1-P2 as we 
had specific hypotheses regarding how this overall signature 
would be modulated by auditory categorization. N1 was taken as 
the maximum negative-going trough between 70 and 115 ms and 
P2 as the positive-going peak between 140–180 ms, guided by 
the grand average across subjects. Response amplitudes for each 
condition was then computed as the peak-to-peak amplitude of 
the N1-P2 complex (e.g., Fig. 5). ERP analysis and automated 
peak selection was performed using custom routines coded in 
MATLAB. 
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To directly evaluate whether ERPs showed categorical coding, we 
averaged N1-P2 amplitudes to prototypical tokens at the end of the 
continua and compared this combination to the ambiguous token at 
its midpoint. This contrast [i.e., mean(Tk1, Tk5) vs. Tk 3] allowed 
us to assess the degree to which neural responses differentiated stim-
uli with well-formed categories from those heard with a bistable 
(ambiguous) identity within each domain. This measure is thought 
to reflect the degree of categorical neural coding indexed by the 
ERPs (e.g., Bidelman, 2015a). 

Behavioral data 

For each continuum, individual identification scores were fit with a 
two-parameter sigmoid function: P = 1/[1 + eb1(xb0)], where P is 
the proportion of trials identified as a given vowel, x is the step 
number along the stimulus continuum, and b0 and b1 the location 
and slope of the logistic fit estimated using nonlinear least-squares 
regression. Comparing parameters between conditions revealed pos-
sible differences in the location and ‘steepness’ (i.e., rate of change) 
of the categorical boundary as a function of stimulus domain (i.e., 
speech vs. music). Larger b1 values reflect steeper psychometric 
functions and hence, indicate stronger CP in one stimulus domain 
vs. the other. 
Behavioral speech labeling speeds [i.e., reaction times (RTs)] 

were computed as listeners’ median response latency across trials 
for a given condition. RTs outside 250–2500 ms were deemed out-
liers and excluded from further analysis (Bidelman et al., 2013b). 
One participant’s behavioral data was not logged in the music con-
dition because of hardware malfunction. Consequently, to allow for 
regression analysis on the full data complement, this missing value 
was replaced by the mean of the remaining cohort. 

Statistical analysis 

Unless otherwise noted, all dependent measures were analyzed sepa-
rately by domain (speech vs. music) using two-way, mixed model 
ANOVAs (subject = random factor) with fixed effects of listening con-
dition (two levels: active vs. passive) and token type [two levels: 
prototypical (Tk1/5) vs. ambiguous (Tk3) tokens] (PROC GLIM-
MIX, SAS 9.4; SAS Institute, Inc.). Tukey–Kramer multiple com-
parisons controlled Type I error inflation. An a priori significance 
level was set at a = 0.05. 

Brain-behavior relations 

To examine the degree to which neural representations for speech 
and music stimuli predicted behavioral categorization, we performed 
weighted least square regression between listeners’ neural responses 
and their b1 values (i.e., steepness of their psychometric function). 
Robust fitting was achieved using ‘fitlm’ in MATLAB. No 
influential outliers in the data were identified in initial diagnostics 
before conducting regression (DFFITS test; Montgomery, 2005). 
Psychometric slopes (b1) reflect the degree to which listeners dis-
tinguish prototypical from ambiguous categories and thus the sal-
ience of CP. To arrive at a comparable and single measure to 
describe how neurophysiological responses distinguish prototypical 
from ambiguous sounds (i.e., show categorical coding), we derived 
a new variable from listeners’ ERPs (ΔERP magnitude), computed 
as the difference between their N1-P2 amplitudes evoked by the 
Tk1/5 tokens and the ambiguous case (Tk3) (i.e., mean(Tk1/ 
5)  Tk3: Bidelman, 2015a). We then regressed ΔERP values 
against behavioral b1 responses. This regression analysis assessed 
the degree to which changes in neural activity to speech/music 
reflect their successful behavioral categorization. Studies have sug-
gested that both actively- (Bidelman et al., 2013b) and passively 
evoked (Chang et al., 2010) speech activity might be correlated 
with listeners’ behavioral psychometrics for CP. We reasoned that 
for a neural (active or passive) response to truly reflect behavior, it 
should be correlated with perceptual measures. 

Results 

Behavioral identification (% and RTs) 

Behavioral psychometric identification functions and RTs are shown 
for the speech and music continua in Fig. 2A and B, respectively. 
Listeners’ identification was more dichotomous for speech compared 
with music stimuli, as indicated by an abrupt shift in the perception 
midway through the continuum of the former. In contrast, music eli-
cited largely continuous perception as indicated by the lack of any 
abrupt perceptional shift. This was confirmed by an independent 
samples t-test (two-tailed) conducted on psychometric identification 
slopes (b1) (Fig. 2A, inset), which revealed steeper identification 
when identifying speech compared to music (t9 = 7.88, 
P < 0.0001). These findings suggest that in nonmusicians, 

Fig. 2. Perceptual identification for speech and musical stimuli. (A) Psychometric identification functions show an abrupt shift in perception when classifying 
speech indicative of discrete perception (i.e., CP). In contrast, musical sounds are perceived in a continuous manner. (inset) Comparison of ‘steepness’ of identi-
fication functions (b1 parameter). Sharper identification curves are observed for speech, indicating stronger CP than for music. (B) Reaction times for auditory 
classification. For speech, listeners are slower to label sounds near the categorical boundary (vw 3), indicative of categorical hearing (Pisoni & Tash, 1974; 
Bidelman et al., 2013b). This modulation is not observed in labeling speeds for musical stimuli, indicating less salient CP in the music domain. Error 
bars =  1 SEM; ***P < 0.0001. [Colour figure can be viewed at wileyonlinelibrary.com]. 
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perceptual categorization is stronger when classifying speech com-
pared with musical sounds. 
Behavioral RTs for auditory classification in the speech and music 

domain are shown in Fig. 2B. Speech RTs showed a strong modula-
tion across the continuum (F4,36 = 10.78, P <  0.0001) whereas 
music stimuli did not (F4,36 = 1.86, P =  0.14). For speech, the 
slowing of classification speeds for tokens near the CP boundary 
was confirmed by an a priori test contrasting RTs on (vw3) the 
boundary vs. others along the continuum [i.e., vw3 vs. mean(vw1/2/ 
4/5): F4,36 = 40.19, P <  0.0001]. A slowing in speech labeling near 
the perceptual boundary is an additional hallmark of CP observed in 
previous behavioral studies (Pisoni & Tash, 1974; Bidelman et al., 
2013b, 2014b). The fact that this effect is not observed for music 
further indicates that our listeners heard speech more categorically 
than musical sounds. 

Cortical ERPs 

Grand average ERP waveforms and scalp topographies for each 
stimulus domain (speech vs. music) and listening task (active vs. 
passive) are shown in Figs 3 and 4, respectively. Topographies 
show the distribution of the N1-P2 complex, the primary neural 
measure of the study (see Fig. S1, Supporting information for 
topographies of the individual N1 and P2 waves). Scalp maps con-
firm that evoked responses to speech and music stimuli were maxi-
mal over frontocentral electrodes, consistent with neural generators 
in the supratemporal plane (Picton et al., 1999). ERP waveforms 
extracted from the frontocentral electrode ROI (channels F1, Fz, F2, 
FC1, FCz, and FC2) revealed distinct modulations in the early ERPs 
(i.e., < 200 ms) within the timeframe of the N1-P2 complex 
between prototypical (Tk1/5) and ambiguous (Tk3) tokens. The 
strength of this modulation was highly dependent on whether stimuli 
were from the speech or music domain and listeners’ attentional 
state. 

Individual N1 amplitudes were not modulated with changes in lis-
tening condition within either the speech (F1,9 = 1.75, P =  0.22) or 
music domain (F1,9 = 0.00, P =  0.99). Similar results were 
observed for the P2 (speech: F1,9 = 1.97, P =  0.19; music: 
F1,9 = 2.31, P =  0.94). However, this might be expected in light of 
previous studies that have also observed weak effects in individual 
ERP waves during similar CP tasks (Bidelman et al., 2014b) and 
the notion that CP emerges between the N1 and P2 components 
(Bidelman et al., 2013b). Hence, we focused subsequent analysis on 
the N1-P2 complex as a whole. 
Overall amplitude of the N1-P2 response was modulated by task 

manipulations (Fig. 5). For speech, an ANOVA conducted on N1-P2 
amplitudes revealed a significant interaction between listening condi-
tion and stimulus token (F1,9 = 5.97, P =  0.037). Multiple compar-
isons revealed an attentional effect for the ambiguous speech (Tk 3), 
whereby ERPs were stronger in passive compared with active listen-
ing. Weaker responses in the active condition for Tk3 may reflect 
increased inhibition or top-down gating on sensory coding with the 
increased listening effort for perceptually ambiguous speech (Knight 
et al., 1999; Bidelman et al., 2014a). In contrast, prototypical vowels 
(Tk1/5) evoked similar N1-P2 amplitudes regardless of attentional 
state. Comparisons by listening condition revealed that N1-P2 ampli-
tudes were larger in response to Tk1/5 than Tk3, indicative of categori-
cal coding. This indicates that brain activity differentiated prototypical 
from ambiguous speech sounds (i.e., Tk1/5 > Tk3) producing stronger 
categorical coding for the former. In contrast, ERPs did not show cate-
gorical coding during passive listening (i.e., Tk1/5 = Tk3). 
In contrast to speech, we found no significant effects of atten-

tional state (F1,9 = 0.01, P = 0.93), stimulus token (F1,9 = 0.00, 
P = 0.99), nor their interaction (F1,9 = 0.40, P = 0.54) on neural 
responses to music stimuli. Collectively, these findings corroborate 
the behavioral data by revealing that the neural correlates of CP (at 
least in nonmusicians) are stronger for speech compared to musical 
sounds and are only evident during active listening conditions. 

Fig. 3. Cortical ERP waveforms for speech and musical stimuli under active and passive listening. Traces denote the average potential for each condition 
extracted from a frontocentral cluster of electrodes (F1, Fz, F2, FC1, FCz, FC2). Gray lines denote the onset of the time-locking stimulus at t = 0. Prominent 
deflections of the evoked response (P1, N1, and P2) are demarcated along the time courses. Waveforms are shown contrasting prototypical and ambiguous 
sounds along each continuum. Differences between traces [mean (Tk1 and Tk5)] > Tk 3) are indicative of categorical coding. Modulations in response morphol-
ogy appear in the timeframe of the N1-P2 complex indicating categorical neural coding emerging ~ 100–200 ms after stimulus onset. [Colour figure can be 
viewed at wileyonlinelibrary.com]. 
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Brain-behavioral relations 

Regression was used to assess the degree to which changes in neural 
activity between prototypical vs. ambiguous sounds [i.e., (Tk1/ 
5)  Tk3] reflect their successful behavioral categorization (Fig. 6). 
Results revealed that the steepness of listeners’ psychometric func-
tions was positively associated with ΔERP responses such that larger 
changes in neural activity predicted stronger behavioral CP 
(Fig. 6A) (R2 = 0.30, t18 = 2.77, P  =  0.0127). However, separate 
analyses by domain indicated this effect was driven by a relation 
between neural and behavioral responses only for speech 
(R2 = 0.42, t8 = 2.38, P  =  0.0446); no brain-behavior relation was 
observed when considering music stimuli alone (R2 = 0.01, 
t8 = 0.07, P  =  0.95). As a further confirmation of these findings, 

we similarly regressed ΔERP responses elicited in the passive listen-
ing task against behavioral psychometric slopes as a control analy-
sis. We reasoned that if the ΔERP measure truly reflected behavior 
(as observed for active responses), passive responses should not be 
associated with behavioral measures given there was no task during 
their elicitation. Some studies have suggested that passively evoked 
speech activity is highly predictive of listeners’ behavioral CP 
(Chang et al., 2010). This control analysis confirmed there was no 
association between passively evoked amplitudes and behavioral CP 
for either speech (R2 = 0.13, t8 = 1.10, P  =  0.30) or musical stim-
uli (R2 = 0.10, t8 = 0.93, P  = 0.37) (Fig. 6B). These findings con-
firm the degree to which brain activity (during active listening) 
distinguishes prototypical from ambiguous tokens predicts the 
behavioral salience of CP experienced by listeners (cf. Bidelman, 
2015a). 

Fig. 4. ERP scalp topographies for speech and musical tokens. Topographies show the distribution of the N1-P2 response (see Fig. S1 for individual topogra-
phies of the N1 and P2 waves). For both stimulus domains, evoked responses are distributed maximally over frontocentral regions of the scalp. Larger categori-
cal differentiation (Tk1/5 > Tk3) is observed for actively attended speech, particularly near frontal midline electrodes (Fz). [Colour figure can be viewed at 
wileyonlinelibrary.com]. 

Fig. 5. Effects of attentional load and stimulus domain on the categorical 
encoding of speech and music stimuli. (inset) Frontocentral electrode ROI 
used to quantify N1-P2 amplitudes. For speech, prototypical vowels (Tk1/5) 
result in stronger categorical processing compared with the ambiguous tokens 
(vw3) during active speech listening. No attentional or categorical differentia-
tion is observed under passive listening or for music stimuli. Individual data 
points represent single participants. Error bars =  1 SEM. [Colour figure 
can be viewed at wileyonlinelibrary.com]. 

Fig. 6. Brain-behavior relations reveal that perceptual categorization is dic-
tated by auditory neural encoding during active but not passive listening. 
Shown here are the regressions between the change in N1-P2 amplitude 
between prototypical vs. ambiguous sounds [i.e., ΔERP = (Tk1/5)  Tk3] 
and the slope of listeners’ psychometric identification functions (b1 parame-
ter). A larger ΔERP differential, reflecting stronger categorical coding, is 
associated with steeper, more dichotomous perceptual CP during active lis-
tening (solid line; P = 0.0127). (B) Brain-behavior associations are not 
observed under passive listening (dotted line; P ≫ 0.05) suggesting that suc-
cessful CP requires active attentional deployment. [Colour figure can be 
viewed at wileyonlinelibrary.com]. 
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Discussion 

By measuring electrical brain activity elicited by categorically per-
ceived speech and musical stimuli, results of the current study relate 
to three main findings: (i) complex sounds are processed according 
to their categorical membership (in addition to their acoustic proper-
ties) within ~ 200 ms following sound onset, (ii) speech sounds are 
more categorically organized than musical stimuli (in nonmusician 
listeners), (iii) auditory categorization manifests only under active 
attentional engagement and does not occur automatically under 
passive sound exposure. Our findings bolster the notion that CP 
can occur within the first few hundred milliseconds of the audi-
tory cortical hierarchy (Chang et al., 2010; Bidelman et al., 
2013b, 2014b) and further extend previous studies on CP by 
demonstrating its neural substrates are modulated by the degree of 
stimulus familiarity (i.e., domain-specificity) and top-down mecha-
nisms (i.e., attention). 

Domain-specificity reveals the influence of stimulus familiarity 
on auditory categorization 

We found that listeners showed stronger CP for speech than music 
as evident by their sharper psychometric identification and faster 
speed in classification decisions. These behavioral data were 
accompanied by biological enhancements in the neural differentia-
tion of prototypical vs. ambiguous speech sounds and stronger link 
to behavioral under speech compared with music listening. More 
prominent CP for speech rather than musical sounds is consistent 
with the notion that stimulus familiarity modulates categorical rep-
resentations. Indeed, we have previously shown that familiar 
speech contexts that are more frequently encountered in daily com-
munication elicit stronger categorical responses in regions adjacent 
to primary auditory cortex compared to unfamiliar contexts (Bidel-
man & Lee, 2015). Our findings are also consistent with results 
reported in infant (Kuhl et al., 1992; McCandliss et al., 2002; 
McClelland et al., 2002) and cross-language studies (Werker & 
Tees, 1984; Zhang et al., 2005; Kirmse et al., 2008; Bomba et al., 
2011) which demonstrate that listeners are sensitized to the linguis-
tic cues utilized more frequently within their native language and 
become desensitized/prune auditory cues not readily necessary for 
their daily communication (Kuhl et al., 1992). Similarly, musical 
training has been shown to increase the identification accuracy for 
musical intervals relative to nonmusicians further confirming 
domain-specific tuning of CP (Cutting & Rosner, 1974; Burns & 
Ward, 1978). Although these studies utilized different populations 
(e.g., infants, non-native speakers, musicians), results of our current 
experiment broadly support the notion that an individual’s familiar-
ity with a particular auditory domain influences their categorization 
of sounds within that domain. 

Under this interpretation, listeners are likely to become more 
sensitized to sounds of their domain and more readily establish 
categorical identities for those auditory signals. This explanation 
may account for the stronger CP we find for speech compared 
with music. Our cohort of listeners consisted of English-speaking 
nonmusicians. Consequently, they had long-term experience with 
the vowel speech stimuli of our study but lacked formal labels for 
the musical sounds. Indeed, we observed that prototypical speech 
sounds elicited strong CP in both neural and behavioral responses 
compared with ambiguous sounds. Sharper CP in speech suggests 
that the salience of categorical representations in this auditory 
domain were stronger, perhaps given their higher familiarity. Par-
ticipants in our sample had minimal formal musical training and 

less familiarity with our musical stimuli resulting in weaker CP 
compared to speech. Stronger categorical organization in one 
domain could be realized neurobiologically via reorganization of 
its sensory representations; given its overlearned nature, speech 
stimuli might act to warp or restrict the perceptual space near cate-
gory boundaries to supply a more dichotomous decision when 
classifying sound objects. 
Our results also demonstrate that CP skills do not generalize 

broadly to other sounds. Despite robust CP and neural coding for 
speech, listeners in our cohort showed continuous perception in the 
music domain (e.g., Fig. 2A). This suggests that auditory categoriza-
tion skills are largely domain-specific and do not necessarily transfer 
to complementary auditory modalities. Notably, these findings differ 
from what is observed in highly trained listeners (Bidelman et al., 
2014b; Wu et al., 2015; Chang et al., 2016; Weidema et al., 2016). 
Musicians, for example, show benefits in speech categorization, 
indicating that their specific experience with manipulating musical 
pitch can transfer (generalize) to enhance categorization in the 
speech domain (Cooper & Wang, 2012; Bidelman et al., 2014b; 
Bidelman & Alain, 2015b). This asymmetry in perceptual transfer is 
reminiscent of other prominent asymmetries observed between 
speech and music processing (e.g., McMurray et al., 2008; Bidel-
man et al., 2013a; Weidema et al., 2016) and may reflect the fact 
that music places a higher demand on the precision of auditory pro-
cessing than speech (Bidelman et al., 2011, 2013a; Patel, 2011; 
Hutka et al., 2015). 

Time course of CP 

Our ERP data reveal robust neural correlates of CP within the 
time frame of the N1-P2 deflection, roughly 150-–200 ms after 
sound arrives at the ear. Coupled with our previous studies, data 
here imply that the phonetic (categorical) representations of speech 
emerge before 150 ms (Bidelman et al., 2013b; Bidelman & 
Alain, 2015b), and possibly as early as primary auditory cortex 
under some circumstances (e.g., highly experienced listeners: 
Bidelman & Lee, 2015). ERP topographies (Fig. 4) and the polar-
ity reversal between frontocentral scalp regions and the mastoids 
are consistent with generators in the auditory cortices along the 
Sylvian fissure (Picton et al., 1999). We have not observed cate-
gorical representations lower than primary auditory cortex (e.g., 
brainstem) (Bidelman et al., 2013b), suggesting that these early 
cerebral structures are good initial candidates for a categorical pro-
cessor. It is important to clarify that our data do not diminish the 
involvement of other important brain regions downstream from the 
lemniscal auditory areas in categorical processing (e.g., pars oper-
cularis and prefrontal regions: Myers et al., 2009; Alho et al., 
2016). Indeed, top-down influences could partly account for the 
categorical modulations we observe in the auditory N1-P2 (for 
early prefrontal modulation of auditory sensory responses, see 
Knight et al., 1980; Knight, 1994). While our data cannot rule out 
this possibility, we note that such feedback effects would need to 
occur very early (100–150 ms) and while the stimulus is still 
being encoded to account for our findings. Nevertheless, our 
results are consistent with previous ERP studies (Dehaene-Lam-
bertz, 1997; Phillips et al., 2000; Bidelman et al., 2013b, 2014a,b; 
Altmann et al., 2014; Bidelman & Lee, 2015), fMRI data (Binder 
et al., 2004; Kilian-H€utten et al., 2011), and near-field cellular 
recordings (Steinschneider et al., 2003; Micheyl et al., 2005; Bar-
Yosef & Nelken, 2007; Chang et al., 2010) which suggest that 
auditory cortical areas code more than low-level acoustic features; 
instead they implicate these early regions in the formation of 
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perceptual representations, auditory objects, and abstract sound 
categories. 

The role of attention in auditory CP 

Comparisons between actively and passively evoked ERPs to identi-
cal auditory stimuli allowed us to assess the role of attention on 
auditory categorization. Previous studies have been equivocal on this 
matter. Several studies have shown that attentional engagement is 
necessary for the brain to form categories (Bidelman et al., 2013b; 
Alho et al., 2016) while others have implied that categorical repre-
sentations might emerge pre-attentively through automatic processes 
(Joanisse et al., 2007; Chang et al., 2010). However, in most previ-
ous studies (Joanisse et al., 2007; Chang et al., 2010; Bidelman 
et al., 2013b), attention was not directly manipulated since either an 
active or passive task was used, but not both. The current investiga-
tion therefore helps clarify the relationship between attention and 
auditory categorical brain processing. Converging with previous 
MEG studies directly contrasting active and passive speech listening 
tasks (Alho et al., 2016), our results provide evidence that auditory 
categorization likely manifests under active attentional engagement 
rather than through automatic, passive sound exposure (but see Joa-
nisse et al., 2007; Chang et al., 2010). This is supported by the fact 
that ERPs showed categorical organization (i.e., prototypical > am-
biguous speech) (Fig. 5) and were predictive of behavioral CP only 
in active (but not passive) conditions (cf. Fig. 6A vs. B). 
That attention is necessary to form auditory categories is sup-

ported by recent E/MEG neuroimaging studies (Bidelman et al., 
2013b; Alho et al., 2016). However, our findings also contrast pre-
vious studies suggesting that categorical representations might occur 
pre-attentively without an overt response or a conscious perceptual 
task (cf. Joanisse et al., 2007; Chang et al., 2010). Differences in 
neuroimaging techniques offer one potential explanation for differ-
ences across studies. In particular, it is possible that detailed near-
field recordings which provide higher spatial resolution than EEG 
may be more helpful in revealing categorical-like coding pre-atten-
tively (Chang et al., 2010). Alternatively, aspects of the task, includ-
ing the possibility of covert listening, may account for some of the 
discrepancies. For example, in studies where attention is not directly 
manipulated nor controlled (e.g., Joanisse et al., 2007; Chang et al., 
2010), it is possible that electrophysiological measures could be par-
tially influenced by participants inadvertently shifting attention while 
listening to speech sounds. Direct comparisons between active and 
passive speech tasks using the same stimuli (this study; Alho et al., 
2016) are needed to fully resolve attentional effects on CP. Never-
theless, under this design, we fail to find strong evidence for neural 
correlates of CP under strictly passive listening. 

Conclusions 

In sum, we infer that the neural underpinnings of CP and robust 
behavioral identification require active task engagement with stron-
ger categorical neural coding expressed only during states of atten-
tional deployment (cf. Chang et al., 2010). Further, the fact that CP 
is stronger for speech than music (at least in nonmusician listeners) 
indicates that the formation of categories is contingent, at least in 
part, upon stimulus familiarity. Lastly, we infer that skilled catego-
rization is largely domain-specific and does not necessarily general-
ize to stimuli for which a listener has no immediate experience 
unlike results observed in highly trained listeners (e.g., Bidelman 
et al., 2014b). 

Supporting Information 

Additional supporting information can be found in the online ver-
sion of this article: 
Fig. S1. Scalp topographies of the individual N1 (A) and P2 (B) 
waves. 
Audio S1. audio file of the 5-step music stimulus continuum 
Audio S2. audio file of the 5-step speech stimulus continuum 
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