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ABSTRACT 
Objective: The frequency-following response (FFR) is a neurophonic potential used to assess auditory 
neural encoding at subcortical stages. Despite the FFR’s empirical and clinical utility, basic response prop-
erties of this evoked potential remain undefined. 
Design: We measured FFRs to speech and nonspeech (pure tone, chirp sweeps) stimuli to quantify three 
key properties of this potential: level-dependence (I/O functions), adaptation and the upper limit of neural 
phase-locking. 
Study sample: n ¼ 13 normal-hearing listeners. 
Results: I/O functions showed FFR amplitude increased with increasing stimulus presentation level 
between 25 and 80 dB SPL; FFR growth was steeper for tones than speech when measured at the same 
frequency. FFR latency decreased 4–5 ms with decreasing presentation level from 25 and 80 dB SPL but 
responses were 2 ms earlier for speech than tones. FFR amplitudes showed a 50% reduction over 6 min 
of recording with the strongest adaptation in the first 60 s (250 trials). Estimates of neural synchronisation 
revealed FFRs contained measurable phase-locking up to 1200–1300 Hz, slightly higher than the single 
neuron limit reported in animal models. 
Conclusions: Findings detail fundamental response properties that will be important for using FFRs in 
clinical and empirical applications. 
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Introduction 

The frequency-following response (FFR) is a sustained, scalp-
recorded “neurophonic” potential reflecting phase-locked popula-
tion activity from the human auditory system (for reviews, see 
Krishnan 2007; Chandrasekaran and Kraus 2010; Kraus et al. 
2017). Given their remarkable spectrotemporal detail, FFRs have 
provided important insight into auditory processing including 
individual differences in speech perception (e.g. Song et al. 2011; 
Bidelman and Alain 2015), the neuroplasticity of learning and 
language experiences (e.g. Kraus and Chandrasekaran 2010; 
Krishnan, Gandour, and Bidelman 2012), the neurobiology of 
music (Bidelman, Krishnan, and Gandour 2011), and abnormal 
sound encoding in clinical populations (e.g. Chandrasekaran 
et al. 2009; Bidelman et al. 2017). Despite an abundance of FFR 
studies and potential clinical utility, surprisingly little is known 
about its basic response characteristics. This contrasts the wealth 
of studies on the related auditory brainstem response (ABR), 
whose properties (e.g. level-, rate-, frequency-effects) have been 
well-documented for several decades (Picton et al. 1976; 
Hall 1992). 

Despite limited literature, several reports have documented 
operating characteristics of the FFR including its spectral content 
(Hoormann et al. 1992; Tichko and Skoe 2017), test–retest reli-
ability (Hoormann et al. 1992; Song, Nicol, and Kraus 2011; 
Hornickel, Knowles, and Kraus 2012; Bidelman et al. 2018), rate 
effects (Krizman, Skoe, and Kraus 2010), binaural influences 
(Krishnan and McDaniel 1998), gender differences (Krizman, 

Skoe, and Kraus 2012), laterality (Hornickel, Skoe, and Kraus 
2009; Krishnan et al. 2011), neural generators (Bidelman 2018b, 
2015a; Coffey et al. 2016; King, Hopkins, and Plack 2016) and 
optimal stimulus-evoking paradigms (Bidelman 2015b, 2018a). 
Nevertheless, several key response properties remain to be fully 
documented. Here, we quantified three key properties of auditory 
physiological coding reflected in FFRs: level-dependence, neural 
adaptation and the upper limit of neural phase-locking. Each of 
these properties has important ramifications for understanding 
not only normal variation in FFRs but also the operating range 
where responses are optimally recordable in clinical and empir-
ical applications. 

Several FFR studies have described its level-dependence 
(Yamada et al. 1978; Krishnan and Parkinson 2000) but a 
detailed mapping of the FFR input–output (I/O) function, par-
ticularly for speech stimuli, has not been undertaken. To this 
end, the first aim of the present study was to provide a more 
comprehensive mapping of the FFR’s I/O characteristics (level-
dependence) for speech and non-speech stimuli. Second, we 
aimed to provide a new characterisation of the potential’s upper 
frequency limit. FFR amplitude decreases with increasing fre-
quency (Glaser et al. 1976; Gardi, Merzenich, and McKean 1979; 
Hoormann et al. 1992; Krishnan and Parkinson 2000; Tichko 
and Skoe 2017), a trend assumed to reflect the roll off of neural 
phase-locking in the ascending auditory system (Joris, Schreiner, 
and Rees 2004). Although multiple sources contribute to FFR 
generation (Gardi, Merzenich, and McKean 1979; Bidelman 
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2015b; Coffey et al. 2016; Bidelman 2018b) the brainstem inferior 
colliculus is recognised as its dominant origin (Smith et al. 1975; 
Bidelman 2015a, 2018b). Consequently, the frequency ceiling of 
the FFR observed in scalp-recordings is assumed to coincide with 
the upper limit of phase-locking in the inferior colliculus 
(Chandrasekaran and Kraus 2010) – estimated to be 1000 Hz 
based on animal data (Liu, Palmer, and Wallace 2006). 
Unfortunately, we are not aware of any studies examining the 
phase-locking limits of human auditory brainstem. To this end, 
we used FFRs elicited by chirp (pitch sweep) stimuli to provide a 
new, non-invasive characterisation of the upper frequency limit 
of brainstem phase-locking in humans. We hypothesised that 
population activity (FFRs) may support a higher phase-locking 
limit than available in single neurons, reminiscent of the "volley 
theory" of auditory coding, which states that neural ensemble 
activity (i.e. FFRs) might be able to phase lock at higher stimulus 
rates than single units if activity across frequency channels is 
optimally combined in a “volleying” scheme (Wever and 
Bray 1937). 

Lastly, we aimed to quantify the degree of adaptation present 
in FFR recordings. Adaptation is common to most sensory sys-
tems (Perez-Gonzalez and Malmierca 2014), and is defined as the 
change (usually reduction) in responsiveness of sensory neurons 
to continued stimulation. Auditory evoked potentials indeed 
show stark refractory effects (Davis et al. 1966; Picton et al. 1976; 
Bidelman 2015b). Cortical responses, for example, display several 
seconds of adaptation before full amplitude recovery (Davis et al. 
1966; Picton et al. 1976). While it is generally assumed brainstem 
shows comparatively weaker adaptation (repetition suppression) 
relative to higher auditory relays (Ballachanda, Moushegian, and 
Stillman 1992; Picton, Champagne, and Kellett 1992; Perez-
Gonzalez and Malmierca 2014; Bidelman 2015b), recent studies 
suggest that FFRs might be more susceptible to rate effects than 
their click-ABR counterparts (Krizman, Skoe, and Kraus 2010). 
Consequently, we tracked trial-to-trial changes in FFR amplitude 
over 6 min (2000 trials) of recording to assess the degree to 
which FFRs to speech and non-speech sounds showed a reduc-
tion in response amplitude due to long-term neural adaptation 
(repetition suppression). 

Methods 

Participants 

Thirteen young adults (age [M±  SD]: 23.8 ± 1.2 years) participated 
in the experiment. All were native speakers of English, had nor-
mal hearing (i.e. puretone thresholds 25 dB HL; 250–8000 Hz), 
had obtained a similar level of education (17.9 ± 1.19 years), and 
reported no previous history of neuropsychiatric illnesses. All but 
one subject was right handed. Musical training can enhance 
speech processing (Parbery-Clark et al. 2009; Bidelman and 
Krishnan 2010). Participants had some formal musical training 
(3.6 ± 2.9 years; range 0–8 years). Each gave written informed 
consent in compliance with a protocol approved by the IRB of 
the University of Memphis. 

Stimuli 

Level-series FFRs (80, 65, 45, 25 dB SPL) were recorded to speech 
and non-speech stimuli. The speech token was a 200 ms synthetic 
/a/ vowel (e.g. Bidelman, Moreno, and Alain 2013) featuring a 
steady-state fundamental frequency (F0) of 150 Hz and formants 
at 730 Hz (F1), 1090 Hz (F2) and 2350 Hz (F3). This F0 is above 

the phase-locking limit of single auditory cortical neurons (Joris, 
Schreiner, and Rees 2004) and observable FFRs in cortex (Brugge 
et al. 2009; Bidelman 2018b), and thus ensured that FFRs would 
be of brainstem origin (Bidelman 2018b). Similarly, a non-speech 
analogue was created via a 200 ms tone complex composed of 30 
iso-amplitude harmonics of 150 Hz. Thus, the effective bandwidth 
of the tones was 4350 Hz (150–4500 Hz), whereas the bandwidth 
of synthetic speech was 2350 Hz (150–2500 Hz). All tokens were 
gated with identical 5 ms cos2 ramps. Thus, both sets of stimuli 
were matched in duration, level, and F0, allowing us to evaluate 
the I/O characteristics of the FFR for speech and non-speech 
sounds. We estimated the upper limit of phase-locking in human 
brainstem by recording FFRs to chirp (pitch sweeps) stimuli. 
Chirps were time-varying puretones presented at 80 dB SPL that 
swept linearly from 150 to 3000 Hz over 500 ms. 

Presentation was controlled by MATLABVR 2013b (The 
MathWorks) routed to a TDT RP2 interface (Tucker-Davis 
Technologies). Listeners heard 2000 repetitions of each stimulus 
presented with fixed, rarefaction polarity (ISI ¼ 50 ms) delivered 
binaurally through ER-30 insert earphones (Etymotic Research). 
These earphones have extended acoustic tubing (20 ft) that 
allowed their transducers to be placed well outside the testing 
booth and thus avoid the possibility of electromagnetic stimulus 
artefact from contaminating neural responses. The low-pass fre-
quency response of the headphone apparatus was corrected with 
a dual channel 15 band graphical equaliser (dbx EQ Model 215s; 
Harman) to achieve a relatively flat frequency response through 
4000 Hz (Bidelman and Howell 2016; Bidelman 2018). All 
response latencies reported herein were corrected for the acoustic 
delay of the headphone based on the length of the tubing and 
speed of sound in air [17.8 ms ¼ (20 ft)/(1125 ft/s)]. Stimulus level 
was calibrated using a Larson–Davis SPL metre (Model LxT) 
measured in a 2-cc coupler (IEC 60126). Left and right ear chan-
nels were calibrated separately. 

FFR recording 

EEGs were recorded differentially between Ag/AgCl disc electro-
des placed on the scalp at the mid-hairline referenced to linked 
mastoids (A1/A2) (mid-forehead ¼ ground). This montage is 
ideal for recording FFRs of midbrain origin (Chandrasekaran 
and Kraus 2010; Bidelman 2015a, 2015b). Impedance was kept 
3 kX. EEGs were digitised at 10,000 Hz (Neuroscan SynAmps 
RT amplifiers) using an online passband of DC – 4000 Hz. 
Neural signals were then epoched (0–245 ms window) and aver-
aged in the time domain to derive FFRs for each condition. 
Sweeps > ±50 mV were rejected as artefacts prior to averaging. 
FFRs were then bandpass filtered (80–3500 Hz) for subse-
quent analysis. 

Input/output (I/O) and onset response analyses 

From each FFR spectrum, we measured the magnitude of the 
response F0 to quantify the degree of neural phase-locking to 
pitch-relevant information (Bidelman et al. 2014). F0 was taken 
as the maximum spectral amplitude in the FFT between 120 and 
160 Hz, the expected F0 of the input stimuli. Tracking the growth 
of F0 across levels allowed us to assess the I/O characteristics of 
the FFR to speech and non-speech stimuli with identical low 
pitch (F0 ¼ 150 Hz). Similarly, we measured the RMS amplitude 
of FFRs to evaluate level effects on the entirety of the waveform 
in addition to those circumscribed to F0. FFR onset amplitude 
and latency were measured from waveforms as the first negative 
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deflection after 10 ms, the expected latency of the brainstem 
response (Galbraith and Brown 1990; Liu, Palmer, and Wallace 
2006; Bidelman and Alain 2015). 

Upper limit of phase-locking 

We estimated the upper limit of brainstem phase-locking via 
FFRs to chirp sweeps using two approaches. First, for each sub-
ject’s FFR, we computed a spectrogram to index changes in 
phase-locked energy across time and frequency. Spectrograms 
were computed using a sliding window FFT with a 30 ms win-
dow advanced by 1 ms increments. From visual inspection of the 
data, it was apparent that phase-locking at the second harmonic 
(H2) was stronger and more easily visualised spectrographically 
than at F0 (¼H1) (see Figure 3(B)). Consequently, we measured 
the highest frequency where the FFR H2 response track was 
prominent above the noise floor (i.e. showed clear teal/blue col-
our contrast in the time-frequency image; see Figure 3(B)) based 
on manual selection from the spectrogram. Several raters were 
averaged to obtain a more reliable estimate of the upper fre-
quency limit of FFR phase-locking from these subjective judge-
ments. Inter-rater agreement was high (r ¼ 0.80). 

In a second approach, we extracted the time-varying ampli-
tude of the FFR by “slicing” the response spectrogram along the 
H2 pitch track (e.g. Figure 3(B)). This provided a running profile 
of FFR spectral amplitude with increasing frequency. We used a 
running one-sample t-test (against a null of zero amplitude) to 
identify frequency bins that showed reliable phase-locked energy 
in the FFR. To reduce false positives, we required contiguous 
segments spanning >150 Hz to be considered significant (e.g. 
Guthrie and Buchwald 1991). The highest frequency bin where 
FFRs still showed significant amplitude was taken as a second 
estimate of the upper limit of brainstem phase-locking. As there 
is no standard for measuring this limit from scalp potentials, 
using both subjective and objective metrics provided converging 
evidence to estimate the upper ceiling of phase-locking noninva-
sively in humans. 

Adaptation analysis 

To better understand possible repetition suppression effects on 
the FFR caused by neural adaptation (e.g. Gorina-Careta et al. 
2016), we measured trial-by-trial F0 and RMS amplitudes to the 
speech and tone stimuli (80 dB SPL conditions). For each indi-
vidual response epoch (sweep), F0 and RMS were measured from 
single trial FFRs. Tracing these amplitudes on a trial-by-trial 
basis allowed us to assess the amplitude profile of these measures 
across the duration of recording time [i.e. 6 min (2000 
sweeps)]. We were particularly interested in the degree to which 
FFR amplitude changed with continuous stimulation over several 
minutes of recording. 

Results 

FFR I/O functions (steady-state response) 

Grand averaged FFR level series waveforms and response spectra 
are shown for speech and non-speech stimuli in Figure 1. 
Expectedly, phase-locked activity at the F0 (150 Hz) and its inte-
ger-related harmonics became progressively stronger with 
increasing input level. Yet, different I/O characteristics were 
observed for speech versus non-speech stimuli (Figure 2(A,B)). 
Level-dependent growth of the FFR was steeper for tones than 

speech. I/O functions showed a saturating (apparent roll over) in 
amplitude for tones compared to the monotonic I/O for speech 
(Figure 2(A)). This was confirmed by a stimulus type x level 
interaction observed for F0 amplitudes [mixed-model ANOVA: 
F3,84 ¼ 11.66, p < .0001]1 . Tukey-Kramer corrected multiple com-
parisons revealed that responses grew monotonically for speech 
with increasing level. In contrast, FFRs to tones increased in 
amplitude up to 65 dB SPL but began decreasing (roll-over) at 
the highest sound levels. Contrasts by stimulus type revealed F0 
amplitude was stronger for speech than tones at 80 dB SPL. For 
RMS amplitude, we found a sole main effect of level 
[F3,84 ¼ 17.10, p < .0001] (Figure 2(B)). These results suggest that 
while the overall (RMS) amplitude of the FFR grows similarly 
with level for speech and tones, spectral subcomponents of the 
response (i.e. F0) grow differentially for these two stimu-
lus classes. 

FFR I/O functions (onset response) 

FFR onset latency and amplitude are shown in Figures 2(C–D). 
Latency decreased 4–5 ms with increasing level from 25 to 80 dB 
SPL, consistent with level dependent effects observed for click-
ABRs (Coats 1978; Gorga, Kaminski, and Beauchaine 1991; Hall 
1992). Analysis of latency again revealed a stimulus x level inter-
action [F3,84 ¼ 3.68, p ¼ .0152]. Follow-up contrasts revealed that 
speech elicited earlier (2 ms) responses than tones. The inter-
action was attributable to larger level-related changes for speech 
than tones at mid-levels (45–65 dB SPL) and smaller changes at 
higher levels (65–80 dB SPL). 

As with steady-state amplitudes, FFR onset amplitudes showed 
steeper I/O growth with increasing level for nonspeech (tones) 
compared to speech stimuli [stimulus x level: F3,84 ¼ 3.07, 
p ¼ .0323] (Figure 2(D)). Follow-up contrasts revealed tones eli-
cited stronger onsets than speech at all levels but 25 dB SPL. 
These results cannot be attributed to differences in rise-fall time, 
as all stimuli contained identical 5 ms ramps. Similar results were 
reported by Agung et al. (2006), who observed modulations in 
the cortical P1-N1-P2 for stimuli varying in spectral centroid, 
even after controlling for rise-fall times. 

Upper limit of phase-locking 

Estimates of the upper limit of brainstem phase-locking meas-
ured from scalp FFRs are shown in Figure 3. FFRs to chirps 
showed phase-locked responses at the first harmonic (H1 ¼ F0) 
of the sweep and even stronger responses at higher harmonics 
(Figure 3(B)). Responses at the second harmonic (H2) were espe-
cially strong and showed robust following responses that were 
highly distinguishable from the noise floor but decayed in ampli-
tude above 1250 Hz (dotted line, Figure 3(B)) (faint activity at 
H3 is also visible). The generation of an H2 response to an 
otherwise (sweeping) puretone stimulus has been observed in 
previous FFR studies (Hoormann et al. 1992) and is attributable 
to cochlear nonlinearities (e.g. haircell half-wave rectification) 
(Smalt et al. 2012) and the peak-splitting phenomenon observed 
in auditory nerve fibre responses to high-intensity, low-frequency 
tones (Kiang 1990)2 . 

We extracted the “pitch track” of the FFR (H2) to index fre-
quency-dependent changes in response amplitude. This provided 
a profile for the magnitude of phase-locked activity with increas-
ing frequency (Figure 3(C)). A running t-test revealed significant 
FFR amplitude (differing from the noise floor) up to 1475 Hz. To 
corroborate these findings, we again estimated the upper limit 
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from individual listeners’ FFRs, computed as the highest fre-
quency in response spectrograms that showed energy visually dis-
tinguishable from the noise floor (see 1250 Hz in Figure 3(B)). 
Across listeners, we found that the average phase-locking limit 
was 1120 ± 131 Hz (range: 881–1348 Hz). 

FFR adaptation 

Trial-to-trial variations in FFR RMS and F0 amplitude are shown 
for the 80 dB SPL conditions in Figure 4. FFR RMS amplitude 
adapted over repeated stimulus representation, showing a 15% 
reduction in amplitude from the first to final trial (Figure 4(B))3 . 
In contrast, F0 amplitude changed 50% (Figure 4(B)). Strongest 
adaptation was observed in the first 250 trials (60 sec of record-
ing). These findings confirm FFRs are susceptible to repetition 
suppression during continuous stimulation (Gorina-Careta et al. 
2016) and that adaptation is smaller for whole-waveform (RMS) 
compared to the F0 component of the response. 

Discussion 

We quantified three key properties of auditory physiological cod-
ing reflected in FFRs: level-dependence (I/O functions for speech 
and nonspeech stimuli), adaptation, and the upper limit of neural 
phase-locking. These properties have important ramifications for 
understanding not only normal variation in FFRs but also the 
range of stimulus settings where the response is opti-
mally recordable. 

Figure 1. FFR time waveforms (A) and spectra (B) for speech and nonspeech stimuli across input levels. Speech tokens were/a/vowels with an F0 of 150Hz. Tonal 
stimuli were harmonic complexes with an identical F0 as the speech. 

Figure 2. I/O characteristics of speech and nonspeech FFRs. Level dependent 
growth of the FFR (A) F0 and (B) RMS amplitude is steeper for tones than 
speech. I/O functions also show monotonic growth for speech but a saturating 
function (and apparent roll over) for tones, despite identical F0s. (C-D) Onset 
latency and amplitude of the FFR onset response. Latency decreases 4-5 ms with 
increasing level from 25 to 80 dB SPL. As with steady-state measures, FFR onset 
amplitudes show steeper I/O growth with increasing level for nonspeech (tones) 
compared to speech stimuli. Error bars ¼ ±1 s.e.m. 

668 G. BIDELMAN AND L. POWERS 



FFR I/O functions revealed nonmonotonic growth in response 
amplitude with increasing level and differential effects between 
speech and nonspeech signals. I/O for tones grew more steeply 
than for speech and showed a nonmonotonic pattern in ampli-
tude with increasing level. This nonmonotonic characteristic 
could reflect the output of cochlear compression and neural sat-
uration that occurs with increasing stimulus level (Krishnan and 
Parkinson 2000; Elsisy and Krishnan 2008). Similar “rollover” 
and asymptotic pattern in response amplitude >60 dB SPL has 
been observed in the auditory cortical responses for both speech 
and tonal stimuli and is generally attributed to the compressive 
characteristics of the active cochlear process (Davis and Zerlin 
1966; M€uller 1973; Cone and Whitaker 2013). Shallower I/O 
functions (Figure 2(A)) and earlier latencies (Figure 2(C)) for 
speech compared to tones could be due to increased loudness of 

speech—which would be subject to more compression—and 
steeper I/O slopes observed for lower compared to higher fre-
quency stimuli (cf. tones vs. speech) (M€uller 1973). To confirm 
this hypothesis, we calculated the growth in loudness of our 
stimuli using the Moore, Glasberg, and Baer (1997) loudness 
model based on free-field measurements as described in the 
ANSI standard (ANSI 2007). This model calculates the specific 
loudness of the acoustic spectrum based on estimates of its coch-
lear excitation pattern post cochlear filtering and amplification 
(Figure 5). Indeed, speech tokens were louder overall (higher 
phon level) than the tonal stimuli. Notably, predicted loudness 
growth was also shallower (1.01 phon/dB SPL) than the loudness 
growth for tones (1.27 phon/dB SPL). Steeper loudness growth 
for tones relative to speech may account for the more rapid 
response growth we observed for tone- compared to speech-

Figure 3. Estimating the upper limit of brainstem phase-locking from human FFRs. (A) Acoustic spectrogram of the chirp (pitch sweep) stimulus. (B) FFR spectro-
grams4 . Dotted lines demarcate tracks of the first (H1) and second (H2) harmonic of the F0 sweep. Note H3 is also partially visible from 0–50 ms. (C) Frequency-
dependent amplitude of the FFR (H2 harmonic) with increasing frequency. (D) Individual estimates of the upper limit of brainstem phase-locking. FFRs show synchron-
isation up to 1100 Hz consistent with phase-locking limits of single brainstem neurons in animals (Liu, Palmer, and Wallace 2006). Shading ¼ ±1 s.e.m. : p < .05 (t-
test against null amplitude). 

Figure 4. FFR adaptation (80 dB SPL conditions). (A) Single trial RMS (whole-waveform) amplitude. (B) Single trial spectral F0 amplitude. FFRs adapt over time, halving 
in amplitude over 2000 sweeps. Stronger adaptation is seen in the first 250 trials (60 sec) of recording. Insets show the percentage of adaptation (max-min ampli-
tude). Data from Gorina-Careta et al. (2016) (who measured FFRs to 1000 stimulus repetitions) are shown for comparison (cf. their Figure 2(C)). 

INTERNATIONAL JOURNAL OF AUDIOLOGY 669



evoked FFRs with increasing level (cf. Figure 2(A) vs. 
Figure 5(B)). 

Our data further show that the phase-locking limit of human 
FFR responses measured via two approaches was between 1120 
and 1475 Hz (average ¼ 1297 Hz). Given that FFRs primarily 
reflect the output of midbrain nuclei (Smith et al. 1975; 
Bidelman 2015a, 2018b), our results provide a new estimate of 
the upper bound for neural phase-locking in human brainstem. 
This frequency limit is broadly consistent with that obtained 
from midbrain units in animal models (Liu, Palmer, and Wallace 
2006). Nevertheless, our results suggest that the upper limit of 
brainstem phase-locking in humans (i) varies across a consider-
able range (800–1350 Hz) and (ii) can extend higher in popula-
tion responses than what has been reported in IC units of other 
mammalian species (1034 Hz) (Liu, Palmer, and Wallace 2006). 
Interestingly, our phase-locking estimate closely agrees with 
human psychophysical studies that have suggested temporal fine 
structure information becomes unusable above 1400 Hz (Joris 
and Verschooten 2013). Nevertheless, the range in phase-locking 
observed here suggests that even among the normal population, 
there may be substantial individual differences in the temporal 
precision of brainstem phase-locking (cf. Tichko and Skoe 2017). 
Evidence for this proposition comes from studies in trained 
musicians, who show more robust encoding of the higher har-
monics of complex sounds, enhancements which extend across a 
broader range of frequencies than observed in musically naïve lis-
teners (Strait et al. 2012; Bidelman et al. 2014; Slater et al. 2017). 

Adaptation analysis confirmed that FFRs are labile over 
repeated stimulus presentation. We found as much as a 50% 
reduction in amplitude from the first to final sweep over 6 min 
of recording time (2000 trials). This is consistent with the adap-
tation magnitude observed in a previous FFR study (Gorina-
Careta, Zarnowiec et al. 2016). Our findings suggest that the FFR 
is susceptible to repetition suppression and more pragmatically, 
that they adapt over time and only stabilise after several minutes 
of recording. These single-trial changes in the FFR (Figure 4) 
cannot attributable to signal averaging since they were observed 
across individual sweeps and no EEG noise is “averaged out” (cf. 
Elberling and Don 2007). While we interpret the change in FFR 
amplitude across trials to reflect neural response adaptation 
(Gorina-Careta et al. 2016), it remains possible that the decre-
ment is not simple a decrement of the FFR amplitude alone. For 
example, it may also reflect the decrement of EEG noise that is 
inherent to evoked potential recordings. In this case, the decre-
ments observed from trial to trial in the response (Figure 4) 
might not be caused by neural adaptation of the FFR signal per 

se, but rather, a time-dependent reduction of background 
EEG noise. 

Our brainstem findings contrast cortical potentials which 
show more aggressive adaptation within even the first few pre-
sentations of a stimulus. Using click train sequences, Zhang et al. 
(2009) reported a comparable level of adaptation (60% reduction) 
as observed here in N1-P2 response within <3 stimulus presenta-
tions. Here, we show that brainstem FFRs adapt with similar 
amplitude decrement (Figure 4). Yet, while the degree of this 
brainstem repetition suppression appears comparable to that of 
cortex, the time course is markedly different. FFRs adapt over 
several minutes, requiring at minimum several hundred trials 
before stabilising, whereas cortex adapts with only a few repeti-
tions. This is consistent with the notion that brainstem IC adapts 
with slower kinetics than primary auditory cortex during con-
tinuous stimulation (Ter-Mikaelian, Sanes, and Semple 2007). 
From a practical standpoint, while the FFR is considered as sta-
ble representation of subcortical auditory encoding (Song, Nicol, 
and Kraus 2011; Hornickel, Knowles, and Kraus 2012; Bidelman 
et al. 2018), our data here suggest that efforts to make recording 
time more efficient (Bidelman 2018a) must consider the fact that 
responses are still dynamically changing within at least the first 
thousand trials of a stimulus (e.g. Bidelman 2014). Taken along-
side our other findings, we infer that new FFR analyses should 
be applied to recordings that contain minimally 1000 trials 
(Figure 4 of present study; Bidelman 2014, 2018a), response 
energy <1100 Hz (Figure 3), and stimulus levels greater than 
25 dB SPL (Figures 1 and 2). 

Notes 
1. Steeper growth for tones compared to speech was also confirmed via 

linear regression analysis. We computed slopes for each listener’s tone 
and speech I/O functions between 25 and 65 dB SPL (i.e. the linear 
growth segment) using standard least-square regression (MALTAB fitlm 
function). Across listeners, F0 I/O slopes were steeper for tones than 
speech (t12 ¼ 3.14, p ¼ .0084). I/O slopes for FFR RMS amplitudes were 
similar across stimulus conditions (t12 ¼ 1.72, p ¼ .11). 

2. Rectification components are also expected in the speech and tone 
stimuli (Figures 1 and 2). However, those stimuli were complex so they 
contained stimulus energy at the F0 and its harmonics. In those cases, 
rectifier components (which are harmonically related to F0), would 
overlap with FFRs to the actual stimulus harmonics rendering them 
inseparable. Nonlinear components become apparent when using simple 
stimuli (puretones, chirps), since FFRs appearing at frequencies other 
than the stimulus F0 must reflect a nonlinear (biological) response (see 
also Figure 7 of Hoormann et al. 1992). 

3. Single trial FFR amplitudes of Figure 4 are much larger (by several mV) 
than grand averaged data shown in Figure 2. This apparent discrepancy 
reflects the fact that any single trial FFR (Figure 4) contains both 
evoked potential (EP) and background EEG noise (BN) (Elberling and 

Figure 5. Growth in loudness for tone and speech stimuli. (A) Specific loudness patterns across level (i.e., Moore, Glasberg, and Baer 1997). (B) Growth in total loud-
ness (units phons) with level. Speech is louder overall but loudness growth is shallower than for tones. 
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Don 2007). In contrast, the averaged FFR (averaged over 2000 trials; 
Figure 2) reflects largely the deterministic EP signal (0.5mV), since the 
residual BN has been reduced by a factor of N. 

4. N ¼ 12 are plotted since one subject showed high-frequency artifacts in 
their EEG recording. 
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